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A time-lapse pressure tomography inversion approach is applied to characterize the CO, plume devel-
opment in a virtual deep saline aquifer. Deep CO; injection leads to flow properties of the mixed-phase,
which vary depending on the CO; saturation. Analogous to the crossed ray paths of a seismic tomographic
experiment, pressure tomography creates streamline patterns by injecting brine prior to CO, injection
or by injecting small amounts of CO, into the two-phase (brine and CO;) system at different depths. In a
first step, the introduced pressure responses at observation locations are utilized for a computationally
rapid and efficient eikonal equation based inversion to reconstruct the heterogeneity of the subsurface
with diffusivity (D) tomograms. Information about the plume shape can be derived by comparing D-
tomograms of the aquifer at different times. In a second step, the aquifer is subdivided into two zones
of constant values of hydraulic conductivity (K) and specific storage (S;) through a clustering approach.
For the CO, plume, mixed-phase K and S; values are estimated by minimizing the difference between
calculated and “true” pressure responses using a single-phase flow simulator to reduce the computing
complexity. Finally, the estimated flow property is converted to gas saturation by a single-phase proxy,
which represents an integrated value of the plume. This novel approach is tested first with a doublet well
configuration, and it reveals a great potential of pressure tomography based concepts for characterizing
and monitoring deep aquifers, as well as the evolution of a CO, plume. Still, field-testing will be required
for better assessing the applicability of this approach.
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1. Introduction

Despite the rising awareness of global environmental changes
and increased efforts in establishing renewable energy sources,
global carbon dioxide (CO, ) emissions are still on a rise. Therefore,
in the low-carbon energy strategies of many countries, carbon cap-
ture and storage (CCS) plays a prominent role. Instead of releasing
CO, to the atmosphere, CCS implies the capturing CO, at the site
of large producers and the storage in deep geological formations,
mainly saline aquifers. Even though numerous test sites have been
developed, only in a few cases large, industrial-scale amounts
of CO, are injected into the subsurface, for instance, in former
oil or gas reservoirs. Much attention has been paid to injecting
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CO, into deep saline aquifers. These aquifers potentially offer
enormous storage capacities (Bachu and Adams, 2003). However,
large-scale applications are still scarce and thus long-term expe-
rience is missing. Injection of CO, into the subsurface involves
many unknowns. Perhaps the most critical among these is the
uncontrolled migration of CO,. The injection of CO, in deep saline
aquifer generates a plume, which may leak into overlying strata
along existing geological fault/fractures or along abandoned wells
or leaky well completion (Lemieux, 2011). Moreover, possible
hydro-fracture propagation during long-term pressure evolution
can create new leakage pathways. This underlines the importance
of monitoring CO, plume behavior during and after short- and
long-term injection periods.

Common approaches to characterize CO, plumes are based
on established geophysical techniques, such as seismic surveys
(e.g., Ajo-Franklin et al., 2013), electrical resistivity/conductivity
surveys (e.g., Bergmann et al., 2012), and gravity monitoring (e.g.,
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Nomenclature
A Pore size distribution (—)
A Tomographical matrix AT Total mobility (1/Pas)
Cn CO, compressibility (1/Pa) Aw Mobility of wetting phase (1/Pas)
Cw Water compressibility (1/Pa) An Mobility of non-wetting phase (1/Pas)
cr Heat capacity (J/kg) HUw Viscosity of wetting phase (Pas)
D Diffusivity (m?/s) n Viscosity of non-wetting phase (Pas)
Dy Diffusion coefficient of CO, in brine (m?/s) 0 Molar density (mol/m?3)
d Aquifer thickness (m) Pd Dynamic mixed-phase density (kg/m3)
fad Conversion factor (—) Pn Mass density of non-wetting phase (kg/m?3)
g Gravity acceleration (m/s2) Or Rock density (kg/m?3)
H Enthalpy (J/K) Ps Static mixed-phase density (kg/m3)
h Head (m) Pw Mass density of wetting phase (kg/m3)
hg (r,t)  First time-derivative of head (m/s) T Tortuosity (—)
hq (r.tpeak) Maximum first time-derivative value of head data

i
K
Ky
k
Krn

Krw

(m/s)

Component

Mixed-phase hydraulic conductivity (m/s)
Single-phase hydraulic conductivity (m/s)
Intrinsic permeability (m?)

Relative permeability of non-wetting phase (-)
Relative permeability of wetting phase (—)
Local reliability indicator (-)

Global pressure (Pa)

Datum pressure (Pa)

Capillary pressure (Pa)

Entry pressure (Pa)

Pressure of wetting phase (Pa)

Pressure of non-wetting phase (Pa)
Source/sink term of mass (mol/s)
Source/sink term of heat (W)

Mass injection rate of CO; (kg/s)

Mass injection rate of water (kg/s)
Volumetric injection rate of CO, (m3/s)
Volumetric injection rate of brine (m3/s)
Well radius (m)

Saturation of non-wetting phase (-)
Residual saturation of non-wetting phase (—)
Saturation of wetting phase (—)

Residual saturation of wetting phase (—)
Mixed-phase specific storage (1/m)
Single-phase specific storage (1/m)
Propagation path (m)

Temperature (K)

Initial temperature (K)

Early time diagnostic (s)

Peak travel time (s)

Internal energy (J)

Left singular vector

Right singular vector

Darcy flow velocity (m/s)

Lambert’s W function

Diagonal matrix

Molar fraction ()

Injection point (m)

Observation point (m)

Greek symbols

o

K

Kdry
Kwet

Phase index (a¢=w: wetting phase; a=n: non-
wetting phase)

Thermal conductivity coefficient (W/mK)

Dry rock thermal conductivity (W/mK)

Wet rock thermal conductivity (W/mK)

Chadwick et al., 2006). Additionally, distributed acoustic sensing is
considered as an innovative means for CO, monitoring (e.g., Daley
etal,, 2013). All of these techniques represent indirect ways of char-
acterizing the CO, plume and its migration. None of these offers
a direct relationship between CO, saturation and the hydraulic
regime in the deep aquifer. For instance, in seismic surveys the rela-
tionship between seismic waves and CO, saturation is site-specific,
non-linear, and associated with a high signal-to-noise ratio. More-
over, for seismic tomography and electrical resistance tomography
(ERT), the coarse spatial resolution may be a limiting factor, given
that residual CO, often forms meter-scale plumes (Martinez-Landa
et al., 2013).

Apart from geophysical approaches, fluid injection/extraction
tests (water, CO, or water-CO, mixture) can be used to derive
two-phase flow properties. Two-phase flow properties are differ-
ent from single-phase flow properties because injected CO, will
introduce a high compressibility to the flow system (Vilarrasa et al.,
2010). Further, the total mobility (summation of the separate phase
mobility) of the phase mixture (CO,, water or brine) in the aquifer
varies due to the lower viscosity of the CO, phase. All these effects
directly influence the pressure responses from fluid injection tests.

Previous studies have shown that both single-phase and two-
phase flow properties can be derived from fluid injection/extraction
tests by pressure data analysis. Interference pumping tests prior to
CO,, injection were proposed by Doughty et al. (2004) for charac-
terizing the single-phase flow properties of the potential storage
formation. Wiese et al. (2010) pointed out that pressure data
obtained from single-well and cross-well pumping tests conducted
before CO, injection can be used to identify the hydraulic connec-
tivity and the boundary type of the formation at the Ketzin site,
Germany. The pressure evolution during CO, injection can also be
used for estimating flow properties. When CO, is injected in small
amounts, pressure data from the injection well and a monitoring
well can be used to constrain the permeability of the formation
(Sminchak et al., 2009). Doughty et al. (2008) estimated residual
brine and CO, saturations from transient pressure data derived
froma CO; injection test at Frio Brine Pilot, Texas, United States. Sun
and Nicot (2012) developed a pressure anomaly inversion proce-
dure for detecting CO, leakage locations and rates from abandoned
wells. Martinez-Landa et al. (2013) proposed a single-well CO,
saturated brine injection test in a brine-CO, system with a low
injection rate to identify the residual CO, saturation and the width
of the CO, plume near the well by pressure data analysis. Mishra
et al. (2013) derived an analytical solution to track a CO, front by
analyzing the transient pressure data at the observation well. How-
ever, none of these approaches can delineate the spatial extent of
the CO, plume based on pressure data.

Detailed knowledge of aquifer properties necessary for track-
ing the CO, plume is typically hampered by the small number of
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available exploration boreholes. Conventional injection/extraction
tests can only provide integral information of natural or induced
flow properties of an aquifer. Cross-well injection/extraction tests
that work with well pairs can, to some extent, provide averaged
flow parameters between wells (Wu et al., 2005). In the field of
petroleum reservoir engineering, interference tests and pulse tests
are commonly used to characterize the reservoir (e.g., Fokker et al.,
2012),as well as to inspect two-phase properties (e.g., Finsterle and
Pruess, 1996; Fokker and Verga, 2011). These tests, however, can-
not delineate the spatial heterogeneity of the subsurface (Freyberg,
1986). Geostatistical interpolation can be applied to reconstruct
flow properties of the subsurface based on the data from a dense
borehole network. However, because boreholes penetrating into
deep aquifers are scarce, borehole-based geostatistical data analy-
sis cannot provide accurate information of medium properties for
large-scale flow and transport problems (Illman et al., 2007).

During the last twenty years, hydraulic tomography evolved as
an alternative to conventional hydraulic field testing, because it
is specifically suited for reconstructing the spatial distribution of
hydraulic aquifer parameters (e.g., Butler et al., 1999; Yeh and Liu,
2000; Bohling et al., 2002; Brauchler et al., 2007, 2011; Mao et al.,
2013). This approach is based on a series of hydraulic tests with
a single fluid, i.e., water. The method utilizes a series of induced
pressure changes, which are used to reconstruct spatial hetero-
geneity of single-phase flow properties by an inversion scheme. In
analogy to seismic tomography, a series of space-filling streamline
patterns can be generated by a combination of several differ-
ent injection intervals (source) and observation points (receiver)
(Butler et al., 1999). With sufficiently recorded data, an appropri-
ate inverse model can then be used to obtain a reliable image of the
subsurface.

One variant of hydraulic tomographical inversion is based on
the approximation of the transient groundwater flow equation by
an eikonal equation (Virieux et al., 1994). Ray tracing or particle
tracking techniques are commonly applied to solve the eikonal
equation by the calculation of pressure propagation paths (e.g.,
Vasco et al., 2000; Kulkarni et al., 2001; Brauchler et al., 2003,
2010). A core element in hydraulic tomography is that hydraulic
diffusivity (i.e., the ratio of hydraulic conductivity and specific
storage) is directly related to measured travel times of pressure
perturbation. In analogy to seismic travel time inversion, spa-
tial distribution of hydraulic diffusivity thus can be obtained in a
computationally rapid and efficient way. However, the inverted
diffusivity tomogram can only serve as a proxy mapping of the
true diffusivity structure of the aquifer. Also specific values of the
hydraulic conductivity and the specific storage cannot be derived
from inverted tomograms. Hence, the reconstructed structure is
usually employed as the starting model for a second inversion step
based on full signal calibration with a forward groundwater flow
model (Hu et al., 2011; Jiménez et al., 2013).

Similar to the travel-time based hydraulic tomography
approach in shallow aquifers, pressure tomography can be used
to identify, characterize and monitor the spatial extent of the CO,
plume. The underlying idea is that through injection, a mixed brine-
CO, phase forms in the deep aquifer, which induces an apparent
transient heterogeneity in the hydraulic properties of the system.
Short-term fluid or gas injection in combination with a tomograph-
ical set-up can facilitate a rapid and efficient travel-time based
inversion. This will provide qualitative aquifer diffusivity maps that
can be utilized for tracking the migrating CO, plume. However,
quantitative estimates of the spatial distribution of CO, saturation
are only possible by calibration with an appropriate multi-phase
forward model. Also, in comparison to hydraulic tomography in
shallow aquifers, practical limitations will be the costs for drilling
and instrumentation of multiple deep boreholes, which are needed
for obtaining a spatial resolution.

The main objective of this paper is to develop a fundamentally
new pressure-based tomographical approach to delineate the CO,
plume. In contrast to other geophysical methods this approach has
potential to directly compute spatially averaged CO, saturations
by the two-phase flow properties. In the following, we shortly
describe the travel-time based procedure for deriving diffusivity
tomograms. The structural information from these tomograms is
extracted by zonal clustering, which in a homogeneous aquifer can
be used to determine the shape of the plume. We then discuss
ways of how to simplify computationally demanding multi-phase
flow models. We propose a streamlined single-phase model, which
emulates the multi-phase system, while substantially speeding up
the ultimate calibration of the forward model. As an example for
a real case application, we choose a two-dimensional simplified
virtual site to develop our approach.

2. Methodology
2.1. Overview: cross well testing and inversion

For the injection model used in this study it is assumed that CO,
is injected through a source well in a deep aquifer, and pressure
changes are monitored in one nearby observation well that acts
as a receiver. These pressure changes originate from injection at
different depths at the source and are recorded at different levels
along the observation well screen. A packer system allows parti-
tioning of the injection interval at the source well. This facilitates a
high-resolution tomographic analysis of multiple source-receiver
combinations. The pressure pulses may be introduced by water or
brine injection ahead of the CO, injection in order to characterize
the pre-injection hydraulic conditions in the aquifer. Alternatively,
it is also possible to use depth-dependent short-term injection of
CO, at the source intermittently to the sequestration procedure.
Regardless of the injected compound and operation stage, the same
procedure of pressure tomography will be applied for characteriz-
ing the reservoir.

By comparing the tomograms from different points in time, the
propagation of the CO, plume can be recorded. In a first step, the
inversion procedure of this time-lapse pressure-based tomogra-
phy utilizes a common travel-time based hydraulic tomographical
approach for structural imaging. Travel times can then be used to
gain first order insights into the aquifer structure and structural
changes. In a second step, the structured aquifer models are cali-
brated to the full pressure-response curves (zonal calibration). For
reducing simulation time and increasing computational efficiency,
the complex multi-phase conditions in the aquifer are approxi-
mated by a novel single-phase based emulator.

2.2. Pressure-based tomographical inversion

Our travel time inversion approach to obtain hydraulic tomo-
grams from cross-well pressure tests is based on the work by Vasco
etal.(2000). With their approach, the groundwater flow equation is
approximated by an eikonal equation, efficiently solved by ray trac-
ing or particle tracking techniques. Consider a transient pressure
curve, resulting from a Dirac signal generated at point x; (source),
traveling along the propagation path s, and recorded at point x,
(observation). The relationship between hydraulic travel time and
hydraulic diffusivity is expressed by a line integral:

1 [ d
\Y tpeak(X2) = ﬁ . > (1)

D(s)

where t,eqx is the peak travel time of the recorded pressure curve,
and D is the hydraulic diffusivity.
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For our experiments, Heaviside type sources (i.e., the contin-
uous injection) are applied in order to obtain more pronounced
and far-reaching pressure signals compared to those from a Dirac
type source. To use the inversion scheme to the Heaviside type
injection tests, the first time-derivative of the pressure readings is
required (Vasco et al., 2000). As found in the hydraulic tomography
study by Hu et al. (2011), as well as in our work shown below, the
peak times are not distinct, which is indicated by small variation of
the time-derivative at the peak. Hence, to improve resolution early
travel time diagnostic (t, 4) is used for the inversion. In fact, higher
conductive parts of the subsurface can be resolved better by early
travel time than by peak time diagnostic (Cheng et al., 2009). Fur-
ther, the early travel times can be more accurately obtained than
the peak times, because the curve of the time-derivative of pres-
sure has a much sharper slope before the peak time. The early travel
time diagnostic is computed by introducing a conversion factor f, 4
(Brauchler et al., 2003):

(2)

1 X2 s
toz, =
N / /D(s)

with

2/3
fa.d =-W (O{d ) (3)

e

where W is Lambert’s W function, and oy corresponds to the

. . hg(r,t :
hydraulic head ratio term defined as hd(fr’(itrpejk) where hy(,tpeqr) is

the maximum value of the first time-derivative of pressure data
for a Heaviside pulse. hy(r,t) is the first time-derivative of pressure
as a function of time and space. In this study, we applied the 20%
travel time diagnostic (t—20%, i.e., the time at which the pressure
pulse rises to 20% of its ultimate peak value) for the inversion pro-
cedure (Huetal.,,2011).In our simulation study, wellbore storage is
neglected. However, in practice, it can cause a delay of travel times
(Prats and Scott, 1975). The influence of this delay decreases with
distance between source and receiver. It can be estimated analyt-
ically and included in the travel time based inversion (Brauchler
et al., 2007).

Following the travel-time based inversion, reliability of the
inverted tomograms is evaluated by using the null space energy
as indicator. For the concept of null space energy maps, we utilize
the procedure proposed by B6hm and Vesnaver (1996). They esti-
mated the ray distribution in pixels of a tomographical model to
assess the stability of seismic velocity tomograms. A tomographi-
cal matrix A is decomposed into two orthonormal matrices (U and
V) and a diagonal matrix W by singular value decomposition (SVD):

A = UwWV! (4)

where the elements of matrix A represent the total length of prop-
agation paths in each pixel of the tomogram. The reliability of the
inversion result can be assessed by the singular values, which are
the elements of matrix W. Small or zero values of the elements in
matrix W indicate large instability in the solution of a tomograph-
ical system. However, the singular values can only be considered
as a global indicator for reliability estimation. Each singular value
relates to a column of the matrix V, and it cannot provide detailed
reliability at each pixel. Thus, a local reliability indicator, M, is
defined to describe the reliability of each pixel for the tomogram.
The summation of the squared column element (v;) of matrix V
implies the orthonormal basis of the model domain:

M= Zi V2 (5)

The value of M ranks from 0 to 1. Here, we use M =0.5 as the thresh-
old to judge the reliability of inverted results. Inverted diffusivity

values with M smaller than 0.5 are considered as reliable, and if M is
greater than 0.5, the values per pixel are considered as unreliable.

2.3. Clustering and zonal calibration

The inverted tomograms provide estimates of the cross-
sectional diffusivity distribution at different times during seques-
tration, including pre-injection and post-injection conditions. To
derive the plume distribution, the diffusivity data sets are parti-
tioned into two clusters, one representing the plume and the other
the ambient aquifer. k-means clustering is applied and two zones
with constant conductivity and specific storage values are obtained.
Through clustering and by comparison with the tomogram derived
for the pre-injection stage, the plume can be identified at different
operational times. Aside from this, the clusters can be used to con-
strain the spatial parameter distribution in a numerical flow model.
Zones of equal hydraulic properties are determined by clustering of
reliable diffusivity values in the inverted tomograms. The hydraulic
properties are estimated by calibration to the pressure signals.

The saturation changes are assumed relatively small during a
multilevel CO, injection test. This allows us to use a single-phase
simulator (“emulator”) that solves the pressure equation decou-
pled from the saturation equation. This emulator is then applied
to calibrate the hydraulic properties of inverted zonal structure
by minimizing the residuals between the observed and calculated
pressure responses. For the zonal calibration, we use the parameter
estimator PEST (Doherty, 2010). Ultimately, the calibrated specific
storage will be used for calculating CO, saturations.

2.4. Forward modeling
The mass, energy conservation and moment equations of a

two-phase two-component system are as follows (Lichtner, 1996;
Helmig, 1997):

% (637 5upoXi®) + V- (Uapuk ~ $r5uuDa VX"
_o, (6)

% ¢Za5aana +(1 - ¢>)prch> +V. (Zaua,oaHa - KVT)
=Qn (7)

Kk

o

Uy = (VPy — pag2) (8)

where ¢ is porosity, T is tortuosity, S, is phase saturation, py is
molar density of phase «, py is mass density of phase «, Dy is
phase diffusivity coefficient, and X;* is molar fraction of component
i(water or CO,)in phase o (o = w, wetting phase; « = n, non-wetting
phase). Parameter uis the Darcy velocity, Q; and Qj, are source/sink
terms of mass and heat, respectively, Uy is internal energy, Hy is
enthalpy, pr is rock density, « is the thermal conductivity coeffi-
cient of the rock, ¢; is the heat capacity of the rock, ky, is the relative
permeability of phase «, k is the intrinsic permeability, and T is the
temperature.
The initial and side boundary conditions are defined as:
AP

Pw=P0+E 9)

Sh=0 (10)

where Py, is the brine pressure at different vertical positions, calcu-
lated by initial datum pressure (Py) and pressure gradient (AP/Az).
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Usually, a CO; injection in the saline reservoir is controlled by
several hydraulic, thermal, mechanical and thermal processes. We
simulate the early time, that is, the first months of CO, injection.
At this stage, stratigraphic trapping dominates residual, solubility
and mineral trapping mechanisms (IPCC, 2005). This allows us to
develop an approximate simulation procedure that neglects sec-
ondary trapping mechanisms, given the following assumptions:

1) The two-phase flow in porous media (geo-reservoir) obeys the
generalized Darcy’s law.

2) Mass and phase transfer between the two phases are considered.

3) Dissolution of CO, into the brine is in thermodynamic equilib-
rium.

4) Gravity and capillary effects are taken into account.

5) Diffusion of CO5 in brine is described by Fick’s Law.

6) The initial temperature gradient is set to zero given the small
thickness of the aquifer.

7) The interactions between fluids and rock are neglected. These
include chemical reactions between fluids and rock, mechanical
processes, and heat transfer between fluids and rock.

8) The pressure introduced from injection tests will not lead to
brittle or ductile deformation of the rock.

For calculating the values of relative permeability and capil-
lary pressure, the Brooks-Corey-Burdine model (Brooks and Corey,
1964; Burdine, 1953) is applied. Juanes et al. (2006) and Doughty
et al. (2008) discussed in detail the residual trapping mecha-
nism in CO, storage reservoirs. During the CO, injection phase
(drainage) change in residual saturation is small and therefore the
hysteretic behaviors in relative permeability-saturation and capil-
lary pressure-saturation relationships are further neglected in our
study. Additionally, variations in wettability of rock surfaces and
in mineral composition are also considered negligible. In order to
reduce model complexity, the residual saturation of two phases is
assumed to be zero for the forward simulation:

243A
kw=Sw * (11)
km = (1 — Sw)? (1—sw%) (12)

where kry is the relative permeability of the wetting phase, and
krm is the relative permeability of the non-wetting phase; Sy, is the
saturation of wetting phase, and A denotes the pore distribution
parameter. The capillary pressure (P¢) is calculated from:

Pe = PySw? (13)

where P, is the entry pressure. The thermal conductivity is
determined after Somerton et al. (1974):

Sw (Kwet _Kdry) (14)

where kg4, and kwer represent the dry and fully-saturated rock ther-
mal conductivities.

K = Kdry +

2.5. Influence of CO, on fluid properties

For the stage prior to CO, injection, the pressure equation
describing the single-phase system (fully brine saturated) can be
written as:

aP k

(@ew) =V [ (72) (TP = pwg)| ~ =0 (15)
t Mw

where gy, is the volumetric brine injection rate, and c,y is the com-

pressibility of brine:

_ 1 dpw
Cw—pfwm (16)

pw represents brine density, and . is the dynamic viscosity of
brine. Hydraulic conductivity (K, ) and specific storage (Ssw) are
formulated as:

k
Kw = pwg (E) (17)
Ssw = pwE& (¢cy,) (18)

and the head change (Ah) is derived from the pressure change
(APy) by:

_ APy
T pwE

Unlike for shallow aquifers, in deep aquifers, density, viscosity and
compressibility are affected by pressure and temperature changes,
and are therefore not constant.

The injected CO, will change the flow properties of the two-
phase mixture due to its high compressibility. The flow properties
of the mixture are therefore dependent on the saturation of each
phase. The flow properties of the mixed-phase can be derived from
a mixed-phase global pressure equation (Chen and Ewing, 1997):

Ah (19)

op _
(#Sucw +5ucn) 5 — V- [Ark (VP - pag) | ~ an =0 (20)
where c;, is the compressibility of CO, written as:
1 dpn
Ch=——— 21
"= b, (21)

Aris total mobility, determined by summation of individual phases’
mobility (Aw, An):

AT=AW+An=k—”"’+kﬂ (22)
Mw  Hn
and pg is the dynamic density of mixed-phase, which is defined as:
Aw An
=W+ 20 23
Pa =5 Pwt 5= Pn (23)

In addition to the dynamic density, a static density of a mixed-
phase (Wang and Beckermann, 1993) is defined to describe the
static parameters:

0Os = SwPw + SnPn (24)

In analogy to the single-phase flow equation, we can readily obtain
the mixed-phase conductivity (K) and specific storage (Ss) through:

K = pag(Atk) (25)
Ss = psg(@P Sw cw + @ Sncn) (26)
The diffusivity of the mixed-phase (D) is given by
)"Tk (,Od )
_ Pd 27
¢SWCW + ¢Sncn Ps ( )

According to Span and Wagner (1996), the compressibility of
CO, is one to two orders of magnitude larger than that of the
brine, which leads to a significant increase of the storage term
(@pSwew + @Sncn). Moreover, the compressibility of CO, is nonuni-
form within the plume and depends on pressure and temperature.
The mobility of CO, is almost one magnitude larger than that of
the brine, which may cause the conductive term (A7k) to vary
non-monotonically due to the nonlinear changes of the relative
permeability as a function of CO, saturation. Thus the relationship
between mixed-phase diffusivity to CO, saturation depends on the
total mobility of the mixed-phase, on the compressibility of the
two fluids, as well as on the ratio of dynamic mixed-phase density
to static mixed-phase density. These aspects have to be accounted
for in the following, when the mixed phase conditions are approxi-
mated by a fast standard groundwater flow model (emulator). Our
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Table 1
List of parameter values of numerical model based on a virtual site.

Parameter Value

Reference

Intrinsic permeability (k) 1x 1013 m?

Rasmusson et al. (2014)
Estimated
Rasmusson et al. (2014)
Estimated

Erlstrom et al. (2011)
Wilke and Chang (1955)
Robertson (1988)
Robertson (1988)
Robertson (1988)
Estimated

Porosity (¢) 0.2

Initial temperature (Tp) 340.15K
Salinity 67g/l
Gravity acceleration (g) 9.81m?/s
Residual saturation of wetting phase (Syr) 0

Residual saturation of non-wetting phase (S,) 0

Initial datum pressure (Po) 14.76 MPa
Diffusion coefficient of CO, in brine (D;) 3 x 1072 m?/s
Rock specific heat capacity (c;) 930]/kgK
Dry thermal conductivity («gry) 3W/mK
Wet thermal conductivity (kyet) 4.5W/mK
Entry pressure (Py) 4000 Pa
Pore-size distribution (1) 0.76

Initial averaged brine density (pw)

1052.5 kg/m?

Dana and Skoczylas (2002)
Duan et al. (2008)

Initial averaged brine viscosity (j1y) 42 x107*Pas IFC (1967)
Initial averaged compressibility of brine (c,) 3.8x10°191/Pa Calculated
Initial hydraulic conductivity (Kw) 246 x 105 m/s Calculated
Initial specific storage (S;s) 9.1x10771/m Calculated

hypothesis is that, through the conversion of a two-phase flow sys-
tem involving two separate phases to an approximate mixed-phase
flow system, transient pressure response curves can be delin-
eated. In order to confirm this, we will compare pressure responses
obtained from a full two-phase flow model and the mixed-phase
emulator.

2.6. Case study

2.6.1. Virtual site

To explore the suitability of pressure tomography for the char-
acterization of a CO, plume, a test case is developed which is
loosely oriented at the Heletz site in Israel (Table 1). The site con-
ditions adopted in our model are mainly taken from Rasmusson
et al. (2014). The proposed CO, storage formation is made of sand-
stone layers with a thickness of 15m. It is located at a depth of
1600 m and sealed by a shale layer as the caprock. The formation
pressure is 14.76 MPa with a formation temperature of 340.15K
at the aquifer bottom. CO; is in a supercritical state at these pres-
sure and temperature conditions. The sandstone represents a deep
saline aquifer and the salinity is assumed of 67 g/1. The rock density,
intrinsic permeability and effective porosity of the sandstone are
set to 2550 kg/m3, 1 x 10713 m2 and 0.2, respectively. These values
are representative for deep CO, storage formations composed of
sandstone (e.g., Hovorka et al., 2004). Entry pressure of sandstone
can cover a broad range (e.g., Krevor et al., 2011); here we choose
a moderate value of 4000 Pa. The thermal properties of the rock,
including heat capacity and thermal conductivity, are estimated
according to Robertson (1988).

2.6.2. Numerical model

The sandstone formation is simulated in a two-dimensional
numerical model as a homogeneous, isotropic aquifer with a thick-
ness (d) of 15m (Fig. 1). The lateral dimension (x-direction) of the
model is 580 m. A simplified two-dimensional model is appropriate
to demonstrate the effectiveness of the inversion techniques as has
been demonstrated by Yeh and Zhu (2007) or Xiang et al. (2009),
but it neglects the three-dimensional nature of the flow pattern in
areal injection system. For characterizing three-dimensional non-
uniform plume spreading in the field, at least three wells would be
required.

The initial brine pressure distribution in the model is hydrostatic

pilot sites (e.g., Wiese et al., 2010). The thickness of each layer is set
to be 0.6 m and held constant throughout the simulation. Between
the two wells, a horizontal discretization of 0.5 m is chosen, with
a progressive refinement to 0.09 m toward the injection well. Out-
side of the target area, the grid size is increased exponentially with
the largest grid size of 40 m at the distant boundaries. This yields
a discretization of 287 and 25 grid cells in horizontal and vertical
directions respectively, with 7175 grid cells in total.

The open source code PFLOTRAN (e.g., Hammond et al., 2014)
is employed for the two-phase non-isothermal supercritical CO5-
brine flow simulation. The density of the brine/CO, mixture is
calculated based on the state equation from Duan et al. (2008), and
the viscosity of brine computation follows the IFC (1967). The sol-
ubility equation for describing CO, in brine is taken from Duan and
Sun (2003). We apply the state equation developed by Span and
Wagner (1996) to obtain the density and the method proposed by
Fenghour et al. (1998) for the viscosity of supercritical CO,.

2.6.3. Cross-well testing at different stages

In the numerical model, several cross-well experiments are
conducted in a tomographic configuration to derive space filling
pressure response curves. These experiments are all configured
equally, that is 5 x 5screens at the source and the receiver. The
length of each injection interval is 0.6 m. Injection of CO, occurs at
different times at each of these intervals (Fig. 2 and Table 2). The
injection of CO, over discrete time intervals facilitates time-lapse
analysis and is intended to reveal how broad the application win-
dow of pressure tomography is. We also distinguish three different
durations (short, medium, long) of these stages, since the period
of injection is an important factor in the injection model and its
role for the inverted results unknown. The four studied stages are
characterized as follows:

Stage 1: Cross-well multilevel brine injection tests. Prior to CO,
injection, five multilevel brine injection tests at different depths
are simulated and the pressure response curves recorded at the

Table 2
Duration of the four stages (At;-Aty) given short, medium and long CO, storage
periods.

Injection time Stage1 Stage2 Stage3 Stage4 Total duration (h)

Aty (h) Aty (h) Atz (h) Aty (h)

and brine is the only liquid phase. The supercritical CO, is injected Short 70 120 240 36 466
at the center of the model. The observation well is placed at a dis- Medium 70 240 240 45 595
Long 70 360 240 54 724

tance of 50 m, which is a common distance for well pairs at CO,
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Fig. 1. Configuration of the source (injection well) and the receiver (observation well) in a cross-sectional numerical model.

observation well. The formation is fully brine-saturated without
any CO,. The brine is injected from bottom to top sequentially at a
rate of Q,, =0.001 kg/s. Between two subsequentinjections (interval
of 2 heach), arecovery period of 15 h is simulated until the pressure
has recovered to initial conditions. Thus, the total duration of this
stage is 70 h (Aty). Pressure tomography at this pre-injection stage
provides a reference, which can be compared with the pressure
signals obtained during CO, injection at a later stage.

Stage 2: CO, injection. At this stage, CO, sequestration is ini-
tiated and conducted for a short period of At; =120h, a medium
period of 240 h or long period of 360 h. CO, is injected at a rate of
Q- =0.02 kg/s over the entire depth at the source well, which creates
atwo-phase system in the deep aquifer. No cross-well experiments
are carried out at this stage.

Stage 3: Shut-in after CO, injection. This stage represents
a recovery period after the previous injection stage. The pres-
sure recovers for At;=240h to its initial hydrostatic state. Thus,
hydrostatic pressure conditions are reinstated for the calibration
procedure at a later stage.

Stage 4: Cross-well multilevel CO, injection tests. Analogous to
the initial multilevel brine injection tests (stage 1), and with the
same set-up, CO, is now used as a medium for cross-well testing
(Qc=0.02 kg/s). In contrast to the brine injection, shorter recovery
periods are applied and thus the formation pressure does not fully
recover at this stage. This is to avoid long relaxation phases and the
associated transient effects induced by CO, migration (e.g., changes
in plume shape) during the tomographic analysis. In our example,

injection rate N 0
(kals) Q< e 3

we set equal injection and recovery periods and adjusted them to
the injected volume of CO, (stage 2), with 4 h (short), 5 h (medium)
and 6h (long) (Table 2). Pressure responses derived during this
stage are used to reveal the modified in-situ flow properties and
by this localize the CO, plume.

3. Results and discussion
3.1. Forward modeling results

Fig. 3 shows the simulated CO, plume development for the four
stages assuming short, medium and long injection in stage 2. The
snapshots of CO, saturation distribution were taken at the end
of the respective stage. The maximum CO, saturation within the
plume reaches around S, =0.6. As expected, the cross-well-testing
by injecting brine does not show any effect in stage 1. As soon as
CO, isinjected, a plume evolves and migrates laterally and upwards
toward the top of the aquifer due to buoyancy effects. Because of the
high pressure at the source well during injection the lateral plume
extension is most pronounced there. During recovery in stage 3,
gravity forces become the main driver for CO, and the plume devel-
ops toward the top of the aquifer. At stage 4, little change in the
plume shape and in saturation is observed. This is an important
observation, since it demonstrates that during the final cross-well
CO, injection tests the plume shape can be assumed to be constant.

In the following, we focus on the multilevel-injection experi-
ments for tomographic analysis. The pressure responses recorded

§Iage 1: cross-well
multilevel Atf{
brine injection

stage 2: CO, injection
over the entire At
storage formation

stage 3: CO, injection
stopped and At
pressure recovery

stage 4: cross-well L
multilevel At
CO, injection =

time (days)

Fig. 2. Time sequence of the four sequentially modeled operational stages with cross-well testing before and after CO, injection.
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Fig. 3. CO, plume evolution according to its saturation during short, medium and long-term CO; injection, illustrated for stages 1-4 (see Fig. 2).

at the observation well at the initial and last stage are presented
in Fig. 4. Since these responses are similar for the five receiver lev-
els, we only show the results for the central screen. The sequential
multilevel brine injection yields uniform responses, which are all
similar for the homogeneous aquifer (Fig. 4a). The recovery period
of 15 h is sufficient to recover to the initial system pressure distri-
bution such that no response is influenced by the previous one.

Fig. 4b depicts the recorded pressure during all following stages,
ending with the final multilevel CO, injection. It shows that after
the start of CO, injection, a maximum pressure of Py =15.8 MPa
is reached within the aquifer. The same pressure is obtained for
different CO, storage times (short, medium, long). During recovery
(stage 3), the pressure returns to the initial hydrostatic level. During
subsequent multilevel injection, the pressure recovery is incom-
plete and each new injection contributes to the recorded pressure.
Due to the increased extension of CO, plume and high compress-
ibility of CO,, pressure responses are less well pronounced after
longer injection and they decline during sequential multilevel
testing.

14.7
stage 1 a)

14.695

_..
>
@
©

14.685

pressure (MPa)

14.68

hydrostatic pressure

14.675

0 10 20 30 40 S50 60 70O

time (h)

3.2. Comparison of pressure responses from proxies and full
models

Our strategy is to approximate the complex full two-phase
model with a simplified single-phase proxy and by this facilitate
fast iterative model calibration. The suitability of the proxy (imple-
mented in MODFLOW) is assessed by comparing results with those
of the two-phase simulations with PFLOTRAN. In the following, the
simulated pressure changes at the observation well are transferred
to head changes via Eq. (19).

First, the head changes from the brine injection tests at stage 1
prior to CO, storage will be compared. In the proxy, the hydraulic
parameters are fixed to the initial values of the full model as spec-
ified in Table 1. Potential density and viscosity changes due to
pressure and temperature variations are neglected. Comparison
between both models in Fig. 5 shows only small differences, and
thus the proxy is considered a viable tool for the inversion.

The effect of viscosity, density and compressibility on hydraulic
conductivity as defined in Eqs. (17) and (21) can explain the
small discrepancies between both curves. The two-phase simula-

16.2
stages 2-4 b)

16.9

-
o
[=2]

15.3

pressure (MPa)
&

14.7

1440 100 200 300 400 500 600 700

time (h)

Fig. 4. Pressure changes for different stages: (a) pressure response curves from stage 1; (b) pressure response curves from stages 2-4 covering storage, recovery and

multilevel-testing.
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Fig. 5. Comparison of head changes from full model (solid line) and proxy (dotted line).

tion showed minor changes on the order of 1.8 x 102 Pas in the
viscosity of water. Therefore, a mean value of 4.2 x 10~4Pas was
chosen. In contrast, density and compressibility of the brine vary
more strongly due to induced pressure and temperature changes.
These also in turn affect hydraulic conductivity and specific storage.
According to Eq. (18), specific storage is not determined by brine

density, but relates to the term ﬁ%. Referring to the state equa-

tion of Duan et al. (2008), this term equals to 4 x 10~7 kg/(m?3 Pa)
for our simulation conditions. Thus, specific storage can be treated
as a constant. In contrast, hydraulic conductivity is determined by
brine density. The pressure increase leads to a higher brine density
in the full two-phase model. Consequently, hydraulic conductivity
increases as well, which could cause the larger head changes in the
full model compared to the proxy.

Analogous to the single-phase proxy of stage 1, a mixed phase
proxy (emulator) for simulating the head changes from multilevel
CO, injection (stage 4) is introduced. It is based on the following
assumptions: The process is assumed isothermal. A single inte-
grated value of CO, compressibility ¢, exists, which can minimize
the discrepancies between the results from full two-phase model
and mixed-phase proxy. The two phases in the aquifer, brine and
CO,, are slightly compressible. Therefore, density values of brine
and CO, (pw and p;,) are set constant according to the values at
the beginning of the injection. In the emulator, compressibility of
brine and CO, (¢ and c;) does not change, calculated from the
state equation of two fluids. Capillary pressure (P.) is neglected, so
that the liquid pressure (Py) equals to the gas pressure (Py) and the
global pressure (P). Furthermore, saturation changes are ignored,
so that pressure changes are calculated solely from the global pres-
sure equation (Eq. (20)). Finally, viscosity of the two phases (/4w
and wp) is set constant.

The mixed-phase flow properties derived from Egs. (25)and (26)
are utilized as the input parameters for the emulator. At stage 4, the
state equation of CO, reveals that the density of CO, as a function of
the pressure (z%:) changes from 4 x 10~ to 5.3 x 10> kg/(m3 Pa)
for a pressure range from 14.01 to 15.51 MPa at 340.15K, respec-
tively. Through the transformation from Egs. (25) to (27), the gas
saturation values at the start of the tests were transferred to mixed-
phase conductivity, specific storage and diffusivity.

The transferred mixed-phase flow parameters vs. CO, saturation
are plotted in Fig 6. Fig. 6a shows that the maximum mobility of CO5,
An, is one order of magnitude higher than that of water, which is
due to the difference in viscosity of these two phases. The mixed-
phase hydraulic conductivity K spanning a range from 9.8 x 10~7
to 1.3 x 10~ m/s (Fig. 6d) is controlled by the total mobility At
and dynamic mixed-phase density p4 (Fig. 6b and c). The result-

ing conductivity does not change monotonously, and shows minor
variability within the saturation (S;) range of 0-0.5. When CO,
saturation rises from O to 0.22, the conductivity declines due to
a decrease in brine mobility and a dynamic mixed-phase density.
When CO, saturation is larger than 0.22, the conductivity increases
along with the growing CO, saturation.

Specific storage (Ss) rises with CO, saturation, since the intro-
duced compressibility is much larger than the initial value for
the brine. The range of specific storage varies from 9.1 x 107 to
9.1 x 10~> 1/m (Fig. 6e, blue line) when %’1‘ =4 x 1075 kg/(m?3 Pa)
and it changes from 9.1 x 10~7 to 1.2 x 10~% 1/m (Fig. Ge, red line)
when %’: =5.3 x 10-5 kg/(m?3 Pa). Being the ratio of conductivity to
specific storage, the curve delineating the mixed-phase diffusivity
in Fig. 6f does not show a monotonous behavior either. Overall,
the diffusivity is lower than that of the CO,-free aquifer, which is
2.7m?/s.

The key point when designing the emulator is to determine a
robust integrated value of ﬁ, which shows the same pressure
responses as the full model. In the pressure tomographic approach,
especially the early parts of these responses (early time diagnos-

tics) are examined. Therefore, we tested in a plausible range of %’1‘

from 4 x 10~> kg/(m3 Pa) to 5.3 x 1075 kg/(m3Pa) and compared
the stage 4 pressure response curves for variable injection times
and injected CO, volumes (Fig. 7). For the short, moderate and long
scenarios, values of 4.9 x 107> kg/(m3 Pa), 5.1 x 10~ kg/(m3 Pa)
and 5.2 x 10~° kg/(m?3 Pa) respectively, were considered to be most
suitable (Fig. 7, black dotted line).

In the following, the results from modeling the evolution of
mixed-phase conductivity, specific storage and diffusivity within
the plume is shown for the four stages considered. This is of par-
ticular interest, because the emulator is only capable of simulating
a pseudo-mixed single phase. In Figs. 8-10, the forward model-
ing data of the full model are visualized, which are derived from
the CO, saturations at different times (see Fig. 3). In this simula-
tion, the variability of mixed-phase conductivity (Fig. 8) is within
1x 1076 and 4.5 x 10~ m/s and hence, is quite small. The largest
values occur at the top of the plume where the saturation of CO,
is at a maximum (Fig. 3). Consistent with the transformation func-
tion (Fig. 6d), the smallest values appear where the CO, saturation
is below 0.22.

Similar to the hydraulic conductivity, the mixed-phase specific
storage is correlated with the CO, saturation (Fig. 9) but com-
puted values span over two orders of magnitude from 1 x 1076 to
1 x 10~4 1/m. The diffusivity (Fig. 10) can be determined from the
subsequent travel-time based inversion. As inferred from Fig. 6f,
in the plume, the mixed-phase diffusivity declines in contrast to
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the ambient aquifer (D =2.7 m2/s). However, toward the top where
CO, saturation exceeds 0.22, the diffusivity slightly increases again,
following its relationship with the conductivity.

3.3. Eikonal based inversion

3.3.1. Early time diagnostics

With the full numerical model of the virtual site, we cannot
only predict the evolution of the CO, plume, but also the pressure
responses from the tomographic tests with brine (stage 1) and CO,
injection (stage 4). In the following we will focus on the travel time
diagnostics used for the eikonal inversion. Afterwards, the emulator
is used for the calibration of the response curves. In the discussion
of the results, we name the five source intervals at the central injec-
tion well S1-S5 from bottom to top, and the five receiver intervals
at the observation well R1-R5.

In a first step, the head changes and their first time-derivatives
are derived from the multilevel brine injection tests during stage
1 (Fig. 11a and e). The results are identical in each source-receiver

dp 1 =4 % 10-° kg/(m? Pa); red lines: d/’" =5.3 x 107> kg/(m? Pa)). (For interpretation of the references to color

combined pattern and thus only the result of one single injection
testis presented. As shown in Fig. 11a, the head increases by 1.62 m
during the 2 h of injection but does not reach steady state. The peak
travel time appears after 411 s, with some oscillation in the deriva-
tive. The values of the more robust early time diagnostics, t-10%,
t-20%, t-30%, t-40% and t-50%, are 21s, 45s, 72, 90s and 1135,
respectively.

In a second step, travel times from stage 4 were computed by
the first time-derivative of the head changes. The trends in the
head changes and associated first time-derivatives are similar at all
observation points (R1-R5). Fig. 11b-d illustrates the head changes
from the multilevel CO, injection tests at the bottom of the obser-
vation screen (R1), and Fig. 11f-h shows the corresponding first
time-derivatives of the head changes. From S1 to S5, the decreas-
ing head changes reflect the growing influence of CO, accumulating
at the top of the aquifer. For the inversion, considering the initially
steep slope of the derivative curves, the early travel time diagnos-
tics seem favorable. These diagnostics are smallest at the bottom
observation screen (R1) and increase toward R5 (not shown). A
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Fig. 7. Head comparison of full model and emulator for different periods of CO, injection during stage 4: (a) short, (b) medium, (c) long time injection.

comparison of the head change and first derivative curves after
the three different CO, injection periods reveals that the devel-
oped plume also lowers the head changes and their first derivative
values for a given source-receiver configuration. Accordingly, the
early travel time diagnostics show a delay when the CO, injection
period increases.

With the insight from Fig. 11, we focus on the early time diag-
nostics, which are more informative than peak times. We selected
a moderate value of t-20% for the inversion process. In fact, the
other early time diagnostics can offer similar structural information
of the inverted tomograms since they equally show a consistent
change for each source-receiver pattern. The main difference from
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using different diagnostics would be seen in the absolute val-
ues of inverted diffusivity and thus it is not further discussed
here.

3.3.2. Diffusivity tomograms

With the recorded travel time diagnostics (t-20%), eikonal based
inversion can be employed to obtain a diffusivity tomogram.
We applied the Geotom code (Jackson and Tweeton, 1996) for
the inversion by implementing the SIRT (simultaneous iterative
reconstruction technique) solver (Gilbert, 1972). A staggered grid
technique (Vesnaver and B6hm, 2000) was applied to increase the
nominal resolution of the tomograms. Without this technique only
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Fig. 8. Mixed-phase hydraulic conductivity evolution during short, medium and long-term CO, injection, illustrated for stages 1-4 (see Fig. 2).
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Table 3
Calibration result and transferred CO, saturation.

Calibrated S; (1/m)

Calibrated K (m/s)

Sn (inrange) (—) Sn (calculated) () Sn (true) (=)

Pre-injection 8.6x 1076 224 x10°6
Short injection 4,02 x 1073 -
Medium injection 6.27 x 107> -
Long injection 5.83 x 105 -

0 0 0

0.18-0.25 0.21 0.22
0.3-0.43 0.35 0.33
0.27-0.39 0.32 0.32

a coarse tomogram with a grid of 5 columns and 4 rows would
be feasible based on the number of source and receiver intervals.
The number of unknowns is adapted to the number of available
source-receiver configurations, and thus the inversion problem
can be approximately considered as an “Even-Determined Prob-
lem” (Brauchler et al., 2003, 2007). In the staggered grid approach,
instead of one grid, multiple shifted grids were applied for sepa-
rate inversion, which together can be arithmetically averaged into
a high-resolution tomogram. The shifting step sizes in x-direction
and in z-direction were 2 m and 1.875 m respectively, and a final
diffusivity tomogram with 25 columns and 8 rows was obtained
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from 10 individual inversions. The inversion was stopped once the
error between calculated and measured travel times was conver-
gent. This procedure was applied to the multilevel brine-injection
experiment in stage 1, and to the multilevel CO, injection (stage 4).

As a reference, the diffusivity tomogram of stage 1 was con-
structed. Fig. 12a shows that the inverted diffusivity (D) varies only
within a small range from 2.84 to 2.94 m?/s. This means the homo-
geneity of the aquifer is nicely reflected by the tomogram. As it is
common for such eikonal inversion, absolute values are not well
reproduced (Jiménez et al., 2013). Here the mean value of 2.9 m2/s
is higher than the “true” value for the aquifer (2.7 m2/s). Also, the

long

Fig. 10. Mixed-phase diffusivity evolution during short, medium and long-term CO; injection, illustrated for stages 1-4 (see Fig. 2).
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null space energy was calculated, and the obtained reliability map
shows that the values at the upper boundary are the least reliable.
The unreliable values and the slight variability of D are caused by
the non-uniform trajectory density. In such cross-well tests, trajec-
tory density is larger in the model center than at the top and bottom
(Hu et al., 2011) and this is reflected by the minor variability of D
in the central area of the tomogram.

The diffusivity tomograms of stage 4 after short, medium and
long injection periods are depicted in Fig. 12b—d. A common feature
in all tomograms is the low diffusivity area at the injection well,
which is consistent with the CO, plume zone simulated by the full
two-phase model (PFLOTRAN simulation). It can be seen that the
tomograms after different injection periods show the evolution of

the CO, plume. Again, absolute D values deviate substantially from
the simulated “truth”. The inverted range of D values is about half of
the true range. Particularly in the CO,-free ambient aquifer, which
appearsinred color in the true model, D is strongly underestimated.
In this part of the aquifer, the arithmetic mean values of D are 0.97,
0.55, and 0.14 m?/s for short, medium and long injection periods,
respectively, which are all below the “true” value (D=2.7 m?/s).
These results demonstrate that the derived tomograms are suitable
to capture structural information and thus to identify the shape of
the plume. However, the inverted values of D are not appropriate for
computing the CO, saturation. This requires full pressure response
calibration, which is pursued below.
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Fig. 12. True and inverted diffusivity tomograms with reliability maps after stage 4 in different times: (a) pre-injection; (b) short injection; (c¢) medium injection; (d) long

injection.

The computed null space energy maps (Fig. 12, third column)
show larger values (greater than 0.5) at the upper right corner and
the bottom of the cross section for all injection periods. However,
these unreliable pixels or zones are outside the plume area, and
hence a localization of the plume was possible.

3.4. Clustering and full signal calibration

As a standard data partitioning method, k-means clustering is
applied to cluster the tomograms obtained after CO, injection, and
by this, to distinguish between plume and ambient aquifer pixels.
k-means clustering classifies the data according to their distance
to the nearest centroid. The two centroids of each cluster were
determined by histogram analysis, and kept constant for all injec-
tion periods (D =0.055 m2/s, 0.13 m2/s). In order to account for data
reliability, the cluster analysis was only based on pixels with null

“true” saturation
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space energy smaller than 0.5. The positions with greater values
were filled up by nearest neighbor interpolation of the adjacent
cluster, which was here always the one representing the CO,-free
ambient aquifer.

At this point, we set up one homogeneous aquifer model for
stage 1, representing the pre-injection conditions, and for each
injection period a clustered model with zonal structure is avail-
able. This facilitates a two-step full pressure signal calibration
(using PEST), assuming that the zones represent homogeneous
areas. From calibrating the pre-injection model, a hydraulic con-
ductivity of 2.24 x 10~6 m/s and specific storage of 8.6 x 1076 1/m
are determined. These values are also valid for the ambient aquifer
after CO, injection, and thus assigned to this zone in the stage
4 models.

Recalling the relationships between flow properties and CO,
saturation (Fig. 6), calibrating the mixed-phase specific storage of

calculated saturation
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Fig. 13. Calculated saturation compared with “true” values after stage 4 in different times: (a) short injection; (b) medium injection; (c) long injection. The grey line in “true”

saturation graphs delineates the inverted plume shape.
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the emulator is best suited for estimating CO, saturation due to
the monotonous relationship. Moreover, the introduced CO, phase
disturbs the mixed-phase specific storage much more than mixed-
phase conductivity. As an additional argument, Wu et al. (2005)
pointed out that the early head changes are more sensitive to spe-
cific storage compared to hydraulic conductivity. Thus, only the
specific storage of the plume was calibrated, assuming that the
hydraulic conductivity can be set to be uniform for the entire model.
In this case, relative permeability curves have no impact on the
inversion.

The first three stress periods of the head changes were utilized
for the calibration since they display minor differences between the
results from the full model and the proxy. The calibrated specific
storage values for the plumes of three injection periods are shown
in Table 3. The calibrated values indicate that the specific storage
of the plume is almost half a magnitude larger than that of the
original aquifer. Referring to the changes of %’1‘, the CO; saturation
inferred from specific storage can vary from 0.18 to 0.25, 0.3 to
0.43, and 0.27 to 0.39 for short, medium and long injection periods,
respectively. If we take the mean value of Z% to calculate the CO,
saturation, then the final values of CO, saturation are 0.21,0.35, and
0.32. These values agree very well with the arithmetic mean of the
“true” saturation values within the clustered structure (0.22, 0.33
and 0.32) (Table 3). In a last step, we visualize the plume shapes
and compare the calculated CO, saturation within the plume with
the “true” saturation distribution (Fig. 13). The figure shows that
the plume, especially the edge of the plume, can be localized by the
inversion and clustering approaches.

4. Conclusions

Monitoring techniques are essential for improving the safety
and optimizing the operation of CO, storage sites. Anovel approach,
the time-lapse pressure tomography inversion, is developed and
successfully demonstrated for monitoring the CO, plume evo-
lution in underground storage reservoirs. This method is based
on principles of hydraulic tomography, which is most commonly
used for the characterization of shallow aquifers. The latter uti-
lizes hydraulic pressure signals from multiple sources and receivers
for a spatial reconstruction of heterogeneity. Since a CO; plume
directly influences the hydraulic properties and induces an appar-
ent heterogeneity, a concept similar to hydraulic tomography can
be adopted for reconstructing the shape of the plume. By inspect-
ing the transient behavior of the plume through repeated pressure
applications, a time-lapse pressure tomography is obtained.

We have shown the feasibility of the proposed investigation
method by simulating a realistic deep CO, storage site in a homoge-
neous saline aquifer. Pressure signals are simulated by both brine
and CO, injection and recorded between two wells at different lev-
els. The signals are inverted by a fast but approximate travel time
based tomographic procedure, which offers a first insight into the
plume shape and how it evolves over time. We demonstrated that
the information from the pressure signals could be used for full
calibration of a process-based numerical model. This provides the
opportunity for resolving not only the shape of the plume, but also
for directly determining the spatial distribution of the non-wetting
phase saturation. In the case study presented here, the estimated
values of saturation are consistent with those computed explicitly
in simulated CO, injection scenarios. This good agreement holds
even though a simplified single-phase model or “emulator” was
used for the calibration. The approximation of multi-phase pro-
cesses with a simplified single-phase numerical model appears
sufficient to capture the conditions relevant for the tomographic
inversion. By this, a computationally efficient full signal based

inversion is possible without requiring a complex multi-phase sim-
ulation.

One fundamental advantage of the new method is that it
requires only a doublet well configuration, i.e., an injection and
an observation well, and, therefore, can be applied to a large range
of geological reservoirs. Another advantage is that the method is
fast (from a few minutes to hours) and rather inexpensive from a
computational point of view, as it requires the injection of only
small fluid (water, brine, CO;) volumes. Note that no fluids are
extracted and have to be disposed of. Nevertheless, for multilevel
injection sequences, packers must be installed which may entail
additional costs. In principle, the application window of the pro-
posed pressure tomography is not restricted to homogeneous and
isotropic aquifers only. This will be further explored in future work
focusing on the transient changes in the reservoir in the time-lapse
framework. A crucial point for feasibility in practice will be that
the pressure signals reach good spatial resolution, and that a suf-
ficiently high signal-to-noise ratio is achieved. This will determine
the application scale, which is expected to be smaller than, for
example, that of seismic tomography, but with better resolution
at the small scale. Ideally, for real-time monitoring of a CO, plume,
the time-lapse pressure tomography approach is combined with
complementary tracer testing or geophysical techniques.
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