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Abstract information on structural features of a fracture network at early stages of Enhanced Geothermal
System development is mostly restricted to borehole images and, if available, outcrop data. However, using
this information to image discontinuities in deep reservoirs is difficult. Wellbore failure data provides only
some information on components of the in situ stress state and its heterogeneity. Our working hypothesis is
that slip on natural fractures primarily controls these stress heterogeneities. Based on this, we introduce
stress-based tomography in a Bayesian framework to characterize the fracture network and its heterogeneity
in potential Enhanced Geothermal System reservoirs. In this procedure, first a random initial discrete fracture
network (DFN) realization is generated based on prior information about the network. The observations
needed to calibrate the DFN are based on local variations of the orientation and magnitude of at least one
principal stress component along boreholes. A Markov Chain Monte Carlo sequence is employed to update
the DFN iteratively by a fracture translation within the domain. The Markov sequence compares the
simulated stress profile with the observed stress profiles in the borehole, evaluates each iteration with
Metropolis-Hastings acceptance criteria, and stores acceptable DFN realizations in an ensembile. Finally, this
obtained ensemble is used to visualize the potential occurrence of fractures in a probability map, indicating
possible fracture locations and lengths. We test this methodology to reconstruct simple synthetic and more
complex outcrop-based fracture networks and successfully image the significant fractures in the domain.

1. Introduction

Although the amount of thermal energy in the Earth’s crust is enormous and could substantially contribute to
the world’s energy supply (Tester et al., 2006), the current geothermal energy production is limited to particular
geological locations where water is circulated at sufficient flow rates through hot rock masses. In a standard
geological setting, the minimum temperatures, (>120 °C) for producing electricity from geothermal fluids,
are mostly found in crystalline basements between 4- and 6-km depth (Evans, 2015), where the permeability
is typically low (Achtziger-Zupanci¢ et al., 2017). These systems, usually known as Enhanced Geothermal
Systems (EGS), require hydraulic stimulation (i.e., massive fluid injections) to increase the natural flow rates.
Permeability creation is expected to improve the heat exchange capacity and thus permit sustainable heat
extraction. Flow in EGS develops primarily in the fracture network (Davatzes & Hickman, 2010; Genter et al.,
2010) and injecting high-pressure fluid reduces the effective stress on fracture planes, which results in rock
mass deformation due to poroelastic interactions. Since these systems are for the most part critically stressed
(i.e., close to failure), fluid injections may induce slip on preexisting discontinuity planes (Evans, 2005).
However, the mechanisms of permeability enhancement in hydraulic stimulation are not entirely understood
(Amann etal., 2017; Evans, Genter, & Sausse, 2005). Such failures are mostly associated with seismic activity that
represents a common problem in EGS developments (Davies et al.,, 2013; Ellsworth, 2013; Evans et al., 2012;
Giardini, 2009). For example, high level of seismic activity led to the suspension of Basel, 2006, and Saint-
Gallen, 2013, geothermal projects in Switzerland (Edwards et al., 2015; Haring et al., 2008; Moeck et al.,
2015). Hydraulic stimulation scenarios should increase the permeability while keeping the seismicity on a safe
and nondamaging level (Evans, 2015). Induced seismicity is a complex interaction between the natural frac-
tures and in situ stress change caused by fluid pressure (Evans, Moriya, et al., 2005; Gaucher et al., 2015).

A geological model with a reliable representation of lithological domains and characterization of the fracture
network is key to the design of reservoir creation strategies. Furthermore, it is fundamental to quantitatively
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analyze the possible relations among the spatial, temporal, or magnitude distribution of induced seismicity
and thermo-hydraulic-mechanical characteristics of a fractured rock mass, which is not yet fully understood
(Amann et al., 2017). Such a geological model is also crucial for real-time monitoring and seismic risk assess-
ments of a hydraulic stimulation. A geological model requires a complete reservoir characterization, with
information on important fracture attributes like density, orientation, type, aperture, and length distributions.

The primary information on the natural fractures in deep reservoirs stems from borehole image logs (e.g.,
optical televiewer or ultrasonic logs). These images provide limited information on the location and orienta-
tion of fractures if they cut through the borehole. Statistical analysis of fractures on boreholes or analogs per-
mits the definition of fracture sets (Ziegler et al., 2015) and also provides the spacing distribution within each
fracture set (Moein et al., 2016). However, a deterministic reconstruction of three-dimensional (3-D) fracture
networks from even a few boreholes is difficult. Borehole data capture local deterministic elements of a frac-
ture network. However, other items in the surrounding network can only be approximated or described in a
probabilistic way (e.g., lliman et al., 2009; Karra et al.,, 2018; Tezuka & Watanabe, 2000). Thus, stochastic reali-
zations often referred as discrete fracture networks (DFN) are generated based on a statistical characteriza-
tion of fracture network attributes (e.g., Afshari Moein, 2018; Berrone et al., 2017; Dreuzy et al., 2012).

One possible approach is to limit the 3-D spatial distribution of fractures using stereological relationships, as
proposed by Darcel, Bour and Davy (2003). However, the application of these relationships to borehole data
still includes a significant uncertainty, even if the fracture length distribution is known (Afshari Moein et al.,
2018). Induced microseismicity is another source of information that may reflect some geometrical aspects
of fracture network (Afshari Moein et al., 2018; Evans, Moriya, et al., 2005; Moriya et al., 2003; Williams-
Stroud et al., 2010). However, this information becomes available only after the execution of hydraulic stimu-
lation and thus is not available in time for stimulation design purposes.

A fundamental point for our work is that natural forces largely influence the in situ stress state in geological
settings (e.g., Barton & Zoback, 1994; McNamara et al., 2015; Pierdominici et al., 2011; Rajabi et al., 2017;
Sahara et al,, 2014; Valley, 2007; Yale, 2003). Stress fluctuations on boreholes often show strong heterogene-
ities (e.g., Schoenball & Davatzes, 2017; Shamir & Zoback, 1992; Valley & Evans, 2007) that may also be char-
acterized by scaling relationships (e.g., Blake & Davatzes, 2011; Day-Lewis et al., 2010; Valley & Evans, 2014).
These observations also suggest that the characteristics of the fracture network affect the stress variability
within the rock mass. If only a single fracture is present in the rock mass, the size of stress perturbation
depends primarily on the size of the fracture (Pollard & Segall, 1987). Nevertheless, in the situation where mul-
tiple fractures interact, the relation between the in situ stress fluctuations and critical characteristics of a frac-
ture network is complex and not completely understood (Rutqvist, 2015; Tsang et al., 2018; Valley et al., 2014).

In the present study, we propose constraining the critical characteristics of the fracture network using in situ
stress heterogeneities inferred from borehole images. Valley et al. (2014) suggested an inversion approach to
extract the geometrical characteristics of a fracture network by minimizing the difference between computed
and observed horizontal stress orientation variability in a single borehole. This approach successfully recon-
structed the geometry of a single fracture intersecting the borehole. On the other hand, the plan failed to
determine the geometry of complex fracture networks, in which all of the fractures do not necessarily inter-
sect the borehole. The inversion technique that we present, also referred to as stress-based tomography,
reconstructs the fracture network geometry using the vertical stress profiles through a Bayesian approach.
We apply a quasi-static geomechanical simulator to model the stress variability within a fracture network effi-
ciently and to extract the associated borehole stress profiles. During the inversion process, we also use prior
knowledge on mechanical properties of the rock mass and the statistical properties of fracture attributes
(length, orientation and density). The inversion delivers a probability map that illuminates the probable frac-
ture locations and their lengths. We test this approach through the use of a simple synthetic DFN, and a more
complex outcrop mapped DFN. Finally, we discuss the applications and limitations of the inversion technique
for deep boreholes and present an outlook for future developments.

2. In Situ Stress Characterization

Information on the in situ stress state is fundamental to any seismo-thermo-hydro-mechanical characteriza-
tion of fractured reservoirs (Amann et al., 2017; Ghassemi, 2012; Preisig et al., 2015; Zoback, 2010). Complete
characterization of a stress tensor requires six parameters at any point. The assumption that one principal
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stress, S,, is vertical and equal to the weight of the overburden reduces stress characterization to the deter-
mination of the magnitude and orientation of the maximum and minimum principal horizontal stresses,
Shmax @and Spmin, respectively (Amadei & Stephansson, 1997), along with the determination of their trend with
depth. Depending on the relative magnitudes of Spmin: Shmax, and S,, different faulting regimes may be pre-
sent such as normal, strike-slip, and thrust faulting (Anderson, 1951).

The vertical stress S, is typically computed by integrating over the density log from the surface to a predeter-
mined depth. The minimum horizontal stress, Spmin, is estimated from pressure monitoring during hydraulic
fracturing tests (if they propagate perpendicular to Symin) performed in isolated intervals (Fairhurst, 2003; Lin
et al, 2008; Ljunggren et al., 2003; Schmitt et al., 2012). However, estimation of the maximum principal stress
Shmax is somewhat challenging and associated with a significant amount of uncertainty. One approach is to
assume that the rock is critically stressed and the rock strength behavior follows Mohr-Coulomb failure cri-
teria with a friction coefficient between 0.6 and 1 and to compute the possible values for Spmax (Hickman
& Davatzes, 2010; Zoback et al., 2003). This approach estimates a wide range of possible values for Spmax-.
An alternative solution is to apply the width of borehole breakouts (Barton et al., 1988), which also relies
on some assumptions and application of failure criteria. This approach results in S,max €stimates, which are
primarily dependent on the used failure criterion (Valley & Evans, 2015). Typically, these estimates are applied
to derive a first-order characterization by fitting a linear depth trend to the principal stress magnitudes
(Cornet & Bérard, 2003; Valley & Evans, 2015).

Despite the magnitude estimations, the orientation of principal horizontal stresses may be estimated robustly
from the borehole failures observed in image logs. The estimates of stress magnitudes from image logs
require a number of assumptions that imply high uncertainties to the results. On other approach is to perform
stress tensor analysis to explain the stress variability similar to Gao and Harrison (2018) and Lei and Gao
(2018). Defining the stress tensor along deep boreholes using image logs is not possible, since they provide
continuous information on some components of the stress tensor (not complete tensor). However, obtaining
a full stress tensor is only achieved by overcoring, which gives the stress tensor on single points along the
borehole (not a profile) and is not sufficient for stress-based tomography. Moreover, the stress measurements
using overcoring also includes some variation (Martin, Read, Lang, 1990). Reliable information on the in situ
stress is only achieved when a combination of all stress indicators (e.g., borehole images, overcoring, hydrau-
lic fracturing and induced seismicity) is implemented (Stephansson & Zang, 2012).

In vertical boreholes, breakouts are aligned with the direction of minimum principal horizontal stress, Spmin,
and drilling-induced tensile fractures are formed in the direction of maximum principal horizontal stress,
Shmax (Zoback et al., 2003). Figure 1a represents an example of a 360 view of an image log along the borehole
GPK4 drilled at the Soultz-sous-Foréts EGS site in France, in which the natural fractures are regular sinusoids.
Stress-induced features form as axial drilling-induced tension fractures (ADITFs) and en-echelon drilling-
induced tension fractures (EDITFs). Figures 1b and 1c display the reflectivity image and borehole radius of
a typical interval from the borehole drilled into Basel EGS, in which continuous borehole breakouts accom-
pany a natural fracture.

Figure 2a shows the estimated profiles of Spmin, Shmax @and S, based on hydraulic tests, borehole breakouts
and density logs in the borehole drilled into Basel EGS. The detailed methodology to compute such profiles
has been explained by Valley et al. (2014). Figure 2b displays the orientation of maximum horizontal principal
stress orientation, Spmax inferred from the azimuth of borehole failure over successive 0.4 m windows on
Basel borehole images. The deviation from the average Spmax Orientation along the entire well (N144°,
Valley & Evans, 2009) is presented in Figure 2b.

3. Methodology

3.1. Forward Simulation of Stress Variability in a Fractured Domain

In this chapter, we present the assumptions, the numerical code, and necessary information for simulating
the geomechanical response and observed stress conditions in a fractured rock mass. For the sake of simpli-

city, we treat the problem as a 2-D plane strain case, that is, we expect a vertical planar section for the model
containing a vertical borehole and cut by fractures with an infinite out-of-plane dimension. The rock mass is
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Figure 1. (a) A typical image log of GPK4 borehole drilled into Soultz-sous-Foréts Enhanced Geothermal System including
the natural fractures and stress-induced fractures (axial drilling-induced tension fractures [ADITFs] and en-echelon drilling-
induced tension fractures [EDITFs]); (b and c) an example of reflectivity and borehole radius from Basel-1 well, including
borehole breakouts along with a natural fracture (Valley et al. 2014).

assumed to be isotropic and homogenous, and fractures are elastoplastic Mohr-Coulomb frictional interfaces
that may slip due to applied far-field stresses.

The inversion process requires efficient and fast modeling of the stress variability induced by fractures within
the rock mass. Conventional finite element codes are typically computationally demanding for modeling the
mechanical response of a fractured rock mass under given stress conditions. Since the inversion process
requires simulation of many realizations, we used a fast two-dimensional (2-D) simulator based on the displa-
cement discontinuity method (DDM) developed by Jalali (2013). The DDM is an indirect boundary element
method, which was developed by Crouch et al. (1983) based on an analytical solution to solve the finite line
segment in an infinite body presented by Salamon (1963). This method was initially developed to model the
mechanical behavior of thin underground excavations and then expanded for geomechanical modeling of
fracture networks. Later on, the geomechanical simulator was coupled with a finite difference hydraulic simu-
lator for hydromechanical modeling of fluid injection into fractured reservoirs (Jalali, 2013; Jalali & Valley,
2015). A good match has been obtained between numerical and analytical solutions such as the solutions
presented by Sneddon (1951), Haimson (1968) and Detournay and Cheng (1991).

In the model, a fracture is discretized into multiple fractures segments, and any segment has two degrees
of freedom: (1) normal and (2) shear displacement discontinuities. Induced displacement and stress at any
point in the medium (including the fracture segments) can be estimated as a linear combination of all
fracture segments’ discontinuities. One must know the values of the discontinuities before the estimation
of displacement and stress in the medium. The stress and displacement at each fracture segment (com-
bination of in situ and induced) are written as a linear combination of all the fracture segment disconti-
nuities. Fracture mechanics laws (here: Barton-Bandis model) are used then to derive the fracture
segments’ stress and displacement as a function of displacement discontinuities (Barton et al., 1985).
The peak shear stress is estimated using a Mohr-Coulomb criterion and preshear elastic behavior.
Beyond the peak shear stress, the fracture shear stiffness is taken as zero (sliding fracture). Dilation angle
is considered as a constant that is dependent upon effective normal stress level during sliding and
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Figure 2. (a) Estimates of principal stress magnitudes in Basel Enhanced Geothermal System (Valley & Evans, 2015); (b)
orientation of minimum principal horizontal stress inferred from breakouts in the borehole drilled into Basel Enhanced
Geothermal System (Valley & Evans 2009).

otherwise is zero. Further details about the implementation of the DDM approach in the mechanical
modeling of fractured rocks is provided by Jalali (2013).

Here we apply far-field stresses on the fractured domains and allow the fractures to slip to redistribute the
stress within the entire domain. The simulator also returns the normal and shear displacements on each frac-
ture planes. Then, we extract the stress fluctuations on a borehole in the center of the domain, which will be
applied for DFN inversion.

Constraining far-field stresses from the current stress state inferred from borehole data is not straight-
forward. However, the variability on the stress measurements depends on scale and starts to minimize
with the volume of rock mass (Martin, Read, Chandler, 1990). Thus, the average stress magnitude along
the borehole would be a reasonable estimate of the far-field in situ stress. The current stress field can
result from the superposition of successive tectonic phases. However, to keep the problem tractable, we
assume that the current stress field has developed under a single loading event. In this study, for
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Table 1

illustrating the inversion procedure, we assume far-field stress of

List of Input Parameters for Geomechanical Modeling of Fractured Rocks Using the 20 MPa horizontal and 38 MPa vertical stress on the 2-D DFNs

DDM Simulator . . . .

with zero shear stress. As a relatively short vertical extent is con-
Far-field principal AT prineTsel gfes el oy = —A0kbE sidered in the model, we neglect the gravity-driven stress magni-
stresses Maximum principal stress vertical o1 = —38 MPa tude increasing with depth.
Rock properties Young’s Modulus E=60GPa The simulator requires the definition of rock and fracture properties

Poisson'’s ratio
Fracture properties  Normal stiffness
Shear stiffness

Cohesion
Friction angle

v= 0.1215 MPa based on available information from geophysical logging and labora-
Kn = 1010 Pa/m tory tests on cores. The required information on these properties is
5= 1017 assumed constant in the inversion process (listed in Table 1). The frac-

c¢=0MPa
¢>=10° ture stiffness is difficult to constrain (both shear and normal).

However, its impact is limited if plastic slip occurs. Thus, stiffness is
considered constant during the inversion.

To ensure the slip-on fracture planes in every case, a low friction angle of ¢ = 10° is selected. The geomecha-
nical simulator delivers the stress redistribution within the network at every point (horizontal, vertical and
shear stresses). Here we define a parameter 8, which indicates the orientation of maximum principal stresses
from the vertical borehole (positive clockwise). This parameter is computed using the following equation:

tan(28) = _ M

Oyy — Oxx

where 7 represents the shear stress, gy, is vertical stress, and o,, denotes the horizontal stress at any point
along the borehole.

3.2. Principles of Bayesian Inversion

A Bayesian inversion framework is used to fit the DFN models to the observed stress measurements. In
general, Bayesian inference aims to provide a probabilistic model to a set of unknown parameters and
deliver a probabilistic characterization of unknown model parameters. The posterior probability distribu-
tion is computed based on an available prior collection of information and the likelihood of observations
(Gelman et al,, 2014). Bayesian inversion has been applied to related geological problems such as for
reconstruction of the stress field (Lecampion & Lei, 2010) and characterization of flow and transport in
heterogeneous media (Lee & Kitanidis, 2013; Mondal et al, 2010). The Markov Chain Monte Carlo
(MCMC) method is one of the most common techniques of Bayesian inference in geosciences. MCMC
has been applied to solve inverse problems using various sources of information such as seismic tomo-
graphy (Bodin et al., 2012), tracer tomography (Jiménez et al., 2016), and fracture network intersections
with boreholes (Mardia et al., 2007). The transdimensional reversible jump Markov Chain Monte Carlo is
a unique variant of MCMC, in which the number of parameters can vary among subsequent iterations
during the inversion process. Somogyvari et al. (2017) introduced this inversion approach for calibrating
orientation, lengths, and numbers of fractures in DFNs using cross-well tracer tomography experiments.
That work is also the basis for the presented stress-based inversion procedure, but we keep the number
of fractures during the inversion fixed.

3.3. Inversion Methodology

The stress-based tomography requires at least two components of in situ stress (one magnitude and one
orientation). Preliminary analysis shows that one single stress orientation is not sufficient to reconstruct sim-
ple DFNs with a very small number of fractures (presented in supporting information). Two stress compo-
nents, for example, the orientation of minimum principal stress (observation 1) and one magnitude among
Shmins Shmaxs @nd S, (observation 2) is sufficient for solving the inverse problem. However, estimates of all
three quantities are still required for defining the far-field stress in this analysis (as discussed in section 3.1).
3.3.1. Prior Information on Fracture Network

The inversion procedure requires prior knowledge of the statistical distribution of fracture attributes within
the study domain. The fundamental understanding of the fracture length distribution is a prerequisite to
populate the initial DFN in the inversion process (Figure 3). Fracture length (/) distribution in geological for-
mations has been reported to follow power law distributions on different scales like n(l) d/ = ¢ I=? dI, where
a is the length exponent and c is a constant of normalization. The power law exponent of the fracture length
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Figure 3. Overview of the Markov Chain Monte Carlo algorithm: & denotes
the model vector, 6; is the last accepted model, § is the proposed model, &
is the observation vector (the stress measurements), f(6) is the forward
model, a is the Metropolis-Hastings acceptance criteria, and L is the likeli-
hood function. The initially generated discrete fracture network (DFN) goes

distribution in 2-D outcrops is typically between 1.5 and 3.5 (Bonnet et al.,
2001; Torabi & Berg, 2011). Also, the fracture positions on the specified
borehole may be inferred from image logs. The fractures cutting the bore-
hole compute the minimum fracture spacing in each set. However, the
location of fractures along the borehole is not fixed in this study.
Moreover, the orientation of fractures in deep boreholes mostly belong
to two dominant fracture sets (Valley, 2007; Ziegler et al., 2015), which
may be considered as prior information and invariant in the inversion
process.

3.3.2. Inversion Procedure

In Bayesian inference, data are handled as random variables with given
probability density functions (PDF). Hence, the inverse problem can be
expressed using Bayes’ theorem as

L([O)P(0)
P(S)

where P(6| £) denotes the posterior probability of the inverse problem (the
target distribution, i.e., the probability of a model parameter € given the
observation data of ¢). L(] 8) is the likelihood function (the probability of
an observation vector ¢ given the model parameter vector 0), P({) is the
observation probability, and P() is the prior information.

P(|¢) = )

If we consider that stress observations (orientation and magnitude at a

into the loop, and the DFN is updated by the movement of a randomly
selected fracture. Each realization is evaluated using Metropolis-Hastings
criteria (SIM is the simulated stress perturbation; EXP is the observed or
expected stress perturbation), and any accepted realization is stored in the
ensemble. The ensemble is finally converted to a probability map using the
methodology described in section 5.1.

given borehole) follow a normal distribution, the likelihood function can

be written as
2
exp < (éz — f(@)) > (3)

Varo? 442

where o2 is the variance of the normal distribution and &(6) is the forward model for the simulation of the
stresses. This function is equivalent to computing a root-mean-squared misfit (Aster et al., 2005). In this work,
we use multiple types of observations together, and thus, the used likelihood function is the product of
numerous normal distributions. The sensitivity of the inversion toward the different observations can be
tuned by the variance values. In simple words, the likelihood function is computed using equation (3) for both
observations of stress orientation and magnitude and then summed up. Since the M-H criteria is multidimen-
sional, one can define many parameters to do the inversion process like treating the stress as a tensor along
the borehole. Although this may result in better inversion results, but in case of EGS, obtaining a full stress
tensor along the borehole is difficult.

In equation (2), P(6) represents the prior, that is, the information known about the model parameters before
the inversion. The prior information here is mainly used to generate the initial solution of the inversion. P(¢) is
the probability of observations, which could be written as the following marginal distribution over the com-
plete model space:

P(&) = JL(Z|0)P(6)dE @)

This marginal distribution is not a function of the models, and thus, it can be considered constant throughout
the inversion. The posterior probability function cannot be expressed in an analytical form, but it can be cal-
culated for specific models. MCMC uses this property, as it calculates the target distribution as particular mod-
els. The main idea behind MCMC is to create a Markov chain with a stationary distribution that matches the
target distribution, the posterior. This is obtained by specifying a transition kernel, which is a set of rules to
create the next chain element from the previous one (6; — 0). A random update to propose a new model
parameter vector (9/) with the probability g(9; — 0’) is chosen here. We use the Metropolis-Hastings algo-
rithm, where this update step has to be reversible, and thus, the update q(c9/ — 0;) must be realized by a prob-
ability value, too. Reversibility ensures the stationarity of the Markov chain. The workflow and
implementation of the algorithm are presented in Figure 3.
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Table 2
Geometrical Characteristics of Test Cases

Cases Simple synthetic network Outcrop-based network

Fracture set Set 1 Set 2 Set 1 Set 2
Fracture orientation from the 45° —45° 30° —65°
vertical borehole (positive clockwise)

Minimum spacing 10 m 10m 255m 25m
Fracture length exponent () 1.5 2.6

Minimum fracture length 40 m 8m

Total fracture length 250 m 220 m

Domain size 100 x 100 m? 50 x 40 m?

The initial fracture network is generated randomly using a known power law length distribution with a given
minimum fracture spacing (Somogyvari et al.,, 2017). This initial solution is then entered in the iterative MCMC
algorithm. During each subsequent iteration, one fracture is randomly selected, then a new fracture center is
drawn from a uniform distribution over the area of investigation. Subsequently, the forward model is simulated
with the updated DFN realization. The acceptance probability of a proposed model realization is calculated as

(5)

0.0 = mnf LRI ~0) )

L(¢10;) p(6;) q(0i—0")

This expression is known as the Metropolis-Hastings acceptance criterion (Geyer, 2011). It depends on the
ratio of the likelihoods and the priors, as well as the ratio of the probability of the reverse and the forward
proposal step. The calculation of this ratio is more straightforward than calculating the individual posteriors
as there is no need to estimate the marginal distribution of the observations anymore. Because the fracture
movement update uses the same uniform distribution, the probabilities q(9/ — 0) and q(0; — 6) are the
same, and the acceptance criterion simplifies to

000 = el ey ') )

This version of MCMC is known as the random-walk Metropolis-Hastings algorithm (Brooks et al., 2011). After
the acceptance criterion is calculated, a random number from the interval [0, 1] is drawn and compared to . If
the drawn number is smaller, the proposed realization gets accepted. This is equivalent to the update being
accepted with a probability a. The accepted realization gets stored (otherwise, the last accepted model is
kept), and the next iteration starts with its random update. The stored set of model realizations is called
the ensemble, which is the result of the MCMC simulation. The first half of the ensemble is discarded to
remove the bias of the initial model choice, t. The ensemble thus represents the investigated posterior prob-
ability distribution, and not only one calibrated model realization.

4. Test Cases

We test the methodology by reconstructing two synthetic fracture networks with known geometry (i.e., given
position, orientation, and length distribution of the fractures). The first case is a simple synthetic fracture net-
work built up by a few fractures, and the second case presents a more complex and realistic fracture network
mapped from outcrop field data. Table 2 represents the geometrical characteristics of both DFNs of the test
cases. Both are described by two fracture sets.

4.1. Simple Synthetic Network

This case contains four large fractures from two orthogonal orientations within a domain of 100 x 100 m? The
minimum spacing between fractures of the same sets is 10 m, the minimum length of the fractures is 40 m,
and the total length within the domain is 250 m. It is possible to run the inversion process without defining a
minimum spacing, but the MCMC needs larger number of inversion runs to converge to a common statistical
distribution, whereas it is not possible to run the inversion process without a minimum fracture length.
Although there is not a real limit in the nature, but the definition of power law distribution requires the
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Figure 4. Forward simulation of stress variability within the simple synthetic network given the geometrical characteristics
listed in Table 2, and using input parameters for the geomechanical model from Table 1. (a) The o4 field and (b) the £ field.
Stress magnitude and orientation profiles representing the stress fluctuations along the borehole (X = 0) are shown in c)
and d).

definition of a range with a constant slope in log-log space. This range requires a minimum and maximum
fracture length. Since we know the fracture length exponent (e.g., from literature or outcrop data), then it
is necessary to define the minimum fracture length to the algorithm. Moreover, Valley et al. (2014)
performed a sensitivity analysis on the parameters affecting the stress perturbation due to slip on a single
fracture. They found that the stress variability is largely dependent on the fracture length. Thus, smaller
fractures do not have a large impact on the stress variability, particularly when they do not cross the borehole.

Before starting the inversion procedure, we need to simulate the stress variability within the domain and
extract the stress profiles along the predefined borehole. Here the borehole is placed in the center of the
domain. Figures 4a and 4b present the ¢; and S variations within the synthetic network domain [—50, 50]
due to fracture slip loaded by the far-field stresses defined above. The simulation parameters are listed in
Table 1. The borehole is situated in the center of the domain (X = 0) parallel to the Y axis, and here the simulated
stress profiles are extracted. These profiles, shown in Figures 4c and 4d, are computed at 50-cm resolution
along the borehole (i.e., based on 201 data points in the borehole). To summarize, we aim at reconstructing
the DFN geometry in Figure 4a by using these two stress profiles and prior information listed in Tables 1 and 2.

4.2, Outcrop-Based Network

This case represents a more complex fracture network, which is based on outcrop field data. This fracture net-
work is mapped from Tschingelmad crystalline outcrop in upper Aar valley in Grimsel region of Central Alps,
Switzerland (Ferrari et al., 2017; Ziegler et al., 2013; Ziegler et al., 2014). For a detailed description of the geo-
logical settings in the given area, we refer to the previous references. Figure 5a represents a schematic view of
the geological model of the mapped area, and Figure 5b shows the mapped fracture network. We selected an
area of 50 x 40 m? for this analysis and mapped the fractures with a minimum length of 8 m. The fractures in
this area belong to two primary fracture sets. Their orientations are approximately 30° and —65° from the ver-
tical axis (positive clockwise).

The network of Figure 5b follows a power law length distribution with an exponent of 2.6 and a cut-off at a
length of about 8 m. Since the large fractures are of highest importance to the hydromechanical response of
fractured rocks (Baghbanan & Jing, 2007; Darcel, Bour, Davy, & De Dreuzy, 2003; de Dreuzy et al.,, 2001), we
ignore the fractures smaller than the cut-off length. A power law length exponent is derived by fitting a
power law distribution to the histogram of fractures within the domain as illustrated in Figure 5c. The corre-
sponding probability density function of the mapped network thus reads as p(/) d/ = 0.16 1726 dI. A
power law is fit to the whole fracture network (without any cut-off) so that robust estimates of the constants
in this equation are created. This probability density function is required to define the initial DFN realization.
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Figure 5. (a) Surface geological model of the Tschingelmad outcrop; (b) fracture network mapped from the geological
model. Only the fractures larger than the predefined cut-off (8 m) are mapped; (c) histogram of fracture length distribu-
tion, p() dI = 0.16 I72° dI.

Similar to the synthetic case, we first simulate the stress variability induced by fractures, when far-field stres-
ses are applied. The simulation parameters are the same as for the simple synthetic case. Then, we place a
borehole in the center of the domain at X = 0 (parallel to Y axis) and extract the stress heterogeneities along
it. Figures 6a and 6b represent the resulting magnitude ¢, and orientation f fields within the entire
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Figure 6. Forward simulation of stress variability within the outcrop-based fracture network with the characteristics listed
in Table 2 and input parameters of the geomechanical model from Table 1, (a) o1 field and (b) 3 field. Profiles representing
the variability are depicted in (c) o7 and (d) # at X = 0.
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domain, respectively. Figures 6¢ and 6d show the o, and S profiles computed at every 20-cm along the
borehole (to have 201 data points in the borehole similar to the hypothetic case). The inversion proce-
dure aims at reconstructing the DFN geometry in Figure 5b using these stress profiles and prior knowl-
edge on the rock mass and fracture network presented in Tables 1 and 2.

5. Results

An essential question of MCMC methods is when to stop the sequential simulations or, in other words, when
the sampling can be considered complete? Here we followed the recommendations by Gelman et al. (2004)
to check the convergence of individual parameters until they converge to a joint distribution. The inversion
process provided a large number (more than 100 for the simple synthetic case and more than 1,000 for the
outcrop-based case) of accepted DFN realizations. As a standard practice, the first half of the chain was con-
sidered as the burn-in period and discarded (Geyer, 2011) to eliminate the effects of the initial model, and not
considered for visualization of the ensemble.

Straightforward ways of visualizing features of a final ensemble are plotting exemplary DFN realizations or
taking the mean of all geometric parameters, but these would significantly reduce the real information con-
tent of the ensemble. The resulting ensemble is more than just a collection of plausible solutions, but it is the
representation of the posterior probability function. Another approach is to extract higher-order statistical
properties of the individual DFN parameters, which however, may obscure spatial correlation of results.
Instead, a fracture probability map as presented by Somogyvari et al. (2017) was derived for each case.
Such a map is created by rasterizing the individual DFN realizations and then stacking these together. The
local probabilities are calculated pixel by pixel, based on the frequency of fracture occurrence. The full
map depicts the probabilistic location and length of fractures within the study domain; it can easily be ana-
lyzed visually and may be used for further analyses.

5.1. Simple Synthetic Case

Here we first explain the results for the synthetic case. First of all, a random DFN realization (known as initial
DFN) with the geometrical properties listed in Table 1 was generated. The initial DFN for the inversion process
of the simple synthetic case is presented in the supporting information. The MCMC algorithm applied the
stress profiles in Figures 3c and 3d as the observation profiles to reconstruct the initial fracture network geo-
metry of Figure 4a. The Markov sequence kept moving the fractures inside the domain while respecting the
minimum spacing of fractures in each set. It compared each realization-specific stress profile at X = 0 with the
true one of Figure 4 to assess the misfit. When the updated DFN met the Metropolis-Hastings acceptance cri-
teria, the DFN was stored in the ensemble. We let the MCMC algorithm run 24 hr on an office PC (single
thread, Intel® Core i7™-6700k 4 x 4.0 GHz).

Since the DFN is not complex, the MCMC algorithm converged to the initial DFN relatively fast. Figure 7a
shows that there is a rapid misfit decrease after the first 50 accepted realizations and the computed misfit
remains relatively constant after that. However, the ensemble size may be significant and include a large
number of parameters. For the presentation of the posterior distribution, a subset of the converged range
is selected as the final ensemble, and as outlined above the first half of realizations discarded.

Figures 7b and 7c compare the hypothetic case with the probability map derived from the visualization of the
obtained ensemble. The light colors in Figure 7c denote the most probable locations of the fractures, while
the black color indicates that no fracture is present. Figure 7c reveals that the inversion recognizes well the
location and length of the fractures within the network, although they are not intersecting the borehole in
the middle. However, the fractures that do not cross the borehole are recognized with a lower probability (lar-
ger uncertainty). Since the longer fractures have the highest influence on the stress heterogeneity (Valley
et al, 2014), they are most accurately located within the domain.

Now, we choose a random DFN from the selected range and compute the stress profiles (¢; and f) at the
borehole along X = 0. Figures 8a and 8b compare the stress profiles of this DFN with that of the original
DFN. The close match between the two stress profiles is similar also for the other realizations of the ensembile,
and it demonstrates successful inversion.
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Figure 7. (a) Misfit evolution of all accepted realizations during the Markov Chain Monte Carlo sampling. The converged
range is chosen to be between the 175th and 350th iteration; (b) the real synthetic network; (c) the fracture probability
map of the entire accepted range. RMS = root-mean-square.

5.2. Outcrop-Based Case

The inversion of the outcrop-based network (Figure 5b) was initiated by sampling from a power law length
distribution in a domain of 50 x 40 m?% We applied a probability density function of p() d/= 0.16 I7>° dI
with a minimum length of 8 m. The initial DFN was generated using the key geometrical characteristics in
Table 2. The locations of fractures were assumed to be distributed uniformly within the domain respecting
the minimum spacing of each fracture set. The fractures belong to two main families with angles of —65°
and 30° from vertical (Table 2). Equivalent to the procedure for the synthetic case, the MCMC inversion pro-
cedure continuously moved the fractures in DFNs for 24 hr. The same inversion methodology was employed
to reconstruct the DFN with the two stress profiles (i.e., observations) of Figures 6¢ and 6d. The initial DFN for
the inversion process of the simple synthetic case is presented in the supporting information.

Figure 9a depicts the evolution of misfit during the inversion process. The full MCMC sampling procedure
accepted approximately 10,000 realizations. In comparison to the more straightforward synthetic case, the
MCMC algorithm converged slower and required at least 1,000 iterations to achieve a relatively constant mis-
fit. If half of the initial iterations are discarded, the converged range is between the 5,000th—10,000th itera-
tions. As the target DFN and the associated inversion problem became more complicated, the mean misfit
of the converged range (684) became more than double that of the simple hypothetical case (311). Since
the converged range consisted of many similar realizations and to accelerate visualization, the final ensemble
was thinned.

Figures 9b and 9c compare the original DFN with the probability map. The probability map shows that the
inversion again is sensitive to the most extended fractures. This is expected, because long fractures have a
substantial impact on stress heterogeneities, even if they do not cut the borehole. Even though the probabil-
ity map shows that also some smaller features are adequately imaged, some fractures are not well recon-
structed or appear blurred in the map.

Figures 10a and 10b compare the initial stress profiles of Figures 6c and 6d with the profiles of an arbitrary
realization of the final ensemble. There is a substantial similarity between the original and reproduced stress
profile for both o1 and . However, because of the higher complexity, the match is not as excellent as for the
synthetic case. The most considerable discrepancy is associated with the stress heterogeneity induced by a
fracture tip at Y = —1.8 m (black circle on the o, profile, Figure 9a). This is mainly due to the fracture tip, which
is very close to the borehole and which affects more the profile of o4 than of §. Although the location of this
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Figure 8. (a) Profiles of stress magnitude o and (b) orientation £ at the borehole for the simple synthetic case (Figures 4c
and 4d) compared to profiles at the same location of a randomly chosen discrete fracture network (DFN) from the selected

range in Figure 7a.

fracture has been identified in the probability map, its reconstructed length is not sufficient to generate a
peak in the stress profile.

To reproduce stress variabilities comparable to the stress profiles in deep boreholes, we assumed a relatively
low friction angle in both synthetic and outcrop-based fracture networks. Since the friction angle of crystal-
line rocks lies typically between 30° and 45°, we tested the inversion approach with a friction angle of 35° with
the same inversion parameters (presented in the supporting information). The inversion results revealed that
although the higher friction angles may result in less variability on the stress profiles; the corresponding
stress variability still could reconstruct the significant features of the fracture network.
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Figure 9. (a) Markov Chain Monte Carlo convergence trend of accepted realizations for the outcrop-based fracture net-

work; (b) the original true network compared to (c) the corresponding fracture probability map obtained by inversion.
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Figure 10. Stress profiles of the initial outcrop-based model compared to those of a randomly sampled discrete fracture
network (DFN) of the final ensemble. The black circle indicates the part of the stress profile most profoundly affected by
a fracture tip and which is not well reproduced.

6. Discussion and Conclusions

Fracture network characterization has been a challenge in many different engineering applications such as
EGS developments. A robust recipe for extracting the fracture network geometry from available data includ-
ing geological, geophysical, and hydrogeological investigations is still lacking. However, stochastically gener-
ated fracture networks may be constrained by measured information. Borehole image logs provide valuable
information on the fluctuations of in situ stress components (e.g., maximum principal stress and its orienta-
tion) along the wellbore, if borehole breakouts or drilling induced tensile fractures are present. Since in situ
stress fluctuations are strongly influenced by the slip on natural fractures in the past, they also carry informa-
tion on geometrical aspects of fracture networks. This is exploited in the presented example application
based on a new Bayesian approach, also referred to as stress-based tomography, which flexibly adjusts frac-
ture networks to match single borehole stress profiles.

Comparing for the two examples the initial DFNs and the obtained probability maps reveals that significant
features are accurately determined. Even if some fractures do not intersect the borehole, their impact may be
significant on the observed stress heterogeneities. This effect is sufficient for imaging such relatively long hid-
den fractures in the vicinity of a borehole. This may not be enough for reconstructing smaller fractures if they
are far from the borehole. Furthermore, in some instances, the probability map may not well resolve regions
of higher local fracture intensity although roughly indicating the presence of such areas. Thus, this inversion
methodology is more sensitive to longer fractures than to smaller ones. Note that since larger fractures often
represent the major pathways for fluid flow and yield higher seismic magnitudes, they are also more critical
for case-specific performance, hazard and risk assessments.

One limitation of this approach originates from the difficulty to constrain the fracture strength properties
such as normal and shear stiffness. Therefore, it is suggested to test different strength parameters before
the inversion process and choose a reliable estimate based on the observation profiles. Analyzing the effect
of these parameters on the inversion will be subject to future development of this approach.

One possible additional development of the presented stress-based tomography is to include further com-
plementary field information such as tomographic information from geophysical measurements, tracer or
hydraulic tomography (Brauchler et al., 2013; Dorn et al., 2011; Zha et al., 2015). The future development of
this research will include the data from multiple boreholes (to be developed) and comparison to other tomo-
graphical approaches (i.e., geophysical, hydraulic, and tracer). Joint inversion of different data in the MCMC
procedure could impose extra constraints on the generation of the probability maps. This could yield
improved capabilities for reconstruction of more complex DFNs and of three-dimensional (3-D) features.
However, practical applications of this approach requires the development of a robust, efficient, and fast
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geomechanical simulator in three dimensions. Data collected in deep underground laboratories with exten-
sive characterization of the stress field and fracture network could be an excellent opportunity to further
develop and test the approach.

In the presented approach, the prior knowledge of 2-D fracture length distribution is an input for the inver-
sion process. However, this information may not be available. Since fracture length exponents in geological
media are typically between 1.5 and 3.5, one option is to initialize (i.e., generate initial DFNs of) the MCMC
algorithm with some length of exponents within this range. The length exponent associated with the lowest
misfit would be most suitable for creating the probability map. Also, in the present implementation, the frac-
ture intensity (i.e., fracture numbers) is assumed to be known a priori (by defining a constant c for the length
distribution and a minimum length). Thus, one further development of the presented approach is to imple-
ment a transdimensional inversion (Somogyvari et al. (2017)), in which the number of fractures is treated as a
decision variable.
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