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Three-dimensional flow characterization in a joint with plumose pattern
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Abstract
This work numerically simulates fracture flow in natural fractures, specifically in a joint with plumose pattern. A natural fracture
surface, previously measured in the field using LiDAR scanning, was used to rebuild an open fracture geometry, assuming mode
1 fracture opening. Three-dimensional fracture flow was modeled by solving Stokes equation in a stationary regime using the
finite element method. Three different pressure gradients and apertures were numerically investigated to better understand the
impact of plumose patterns with different degrees of roughness. Resulting fracture flow fields were characterized by hydraulic
aperture and by statistics on the directional components of the three-dimensional velocity vector. The results show that the
hydraulic aperture and the longitudinal component of the velocity vector decrease with increasing roughness. Beyond this
classical finding, the study shows that the variance of the longitudinal component of the flow velocity vector also decreases
with increasing roughness. This behavior can be predicted based on variance estimates connected to the parabolic profile. The
results further revealed that the variances of the transverse components of the velocity vector increase with fracture surface
roughness. These findings suggest that the roughness-induced reduction in the mean and the variance of the longitudinal
component of the velocity vector in joints with rough surfaces is accompanied with a simultaneous increase of the transverse
components of the three-dimensional velocity vector.
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Introduction

Fractured geological formations are omnipresent in ground-
water systems. To deepen knowledge about the circulation of
water, hydrothermal fluids and contaminants, a better under-
standing of fractured aquifers is of prime importance to many
scientific and engineering fields (Berkowitz 2002; Zhao et al.
2008). In applied geoscientific modelling, natural fracture sys-
tems are usually simplified by parallel planes. Approaches
using measurements of natural fracture surfaces have become
less challenging due to recent advances in instrumentation and
computational power. Thus, modelling real fracture surfaces
might improve fracture models and provide better insight into
physical processes associated with rough fractures.
Nowadays, developing a more comprehensive understanding

of flow and transport in fractured rocks is a challenging but
quickly progressing topic in hydrogeology (Zimmerman et al.
1991; Mourzenko et al. 1995; Ge 1997; Oron and Berkowitz
1998; Méheust and Schmittbuhl 2001; Zhao et al. 2004;
Neuman 2005; Schmittbuhl et al. 2008; Guha Roy and
Singh 2016; Luo et al. 2016; Chen et al. 2016; Chen et al.
2017) and particularly relevant for geothermal processes
(Bodvarsson 1972; Gringarten et al. 1975; Bodvarsson and
Tsang 1981; Pruess et al. 2005; Grant et al. 2013; Suzuki et
al. 2016; Guo et al. 2016), and contaminant transport in frac-
tures (Tang et al. 1981; Nicholl and Detournay 2001; Becker
and Shapiro 2003; Zhao et al. 2007; Boschan et al. 2008;
Auradou 2009; Fomin et al. 2011; Kang et al. 2015; Zou et
al. 2017). Also, extensive studies demonstrated that in natu-
rally formed fractures and cracks, physical and chemical dis-
solution instability can create cracks and preferential flow
channels in fluid-saturated rocks (Zhao et al. 2016, 2017).
Only a few studies that numerically investigate flow associat-
ed with real fracture geometries have been carried out
(Cardenas et al. 2007; Watanabe et al. 2013; Ishibashi et al.
2015; Zou et al. 2017). The integration of measured fracture
apertures in these models is often derived from μCT-Scan
measurements. Such measurements are, however, usually
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severely limited in spatial scale due to sample dimensions that
are below the order of tens of centimeters. A gap in spatial
resolution exists between the laboratory scale and the field
scale, and meso-scale studies for joint systems, representing
the most frequent type of fractures in rocks, are rare (Pollard
and Aydin 1988). Furthermore, joint surfaces often display
plumose patterns with its associated features like hackles
and rib marks. To the authors’ knowledge, the impact of these
characteristic features on fracture flow has never been inves-
tigated thoroughly.
In rough fractures, flux variability is mainly controlled by

fracture roughness and aperture variability (Witherspoon et
al. 1980). The commonly used parallel plate model assumes
that fracture transmissivity is proportional to the cube of me-
chanical aperture (Witherspoon et al. 1980). However, it has
been shown that the fracture transmissivity of a rough wall
deviates from its parallel plate equivalent (Zimmerman et al.
1991; Mourzenko et al. 1995; Ge 1997; Oron and Berkowitz
1998; Luo et al. 2016; Chen et al. 2017), a deviation that was
described as a consequence of preferential flow pathways (i.e.
flow channelling) associated with the rough fracture (Brown
1987; Zimmerman et al. 1991; Park and Hahn 1998; Le Goc
et al. 2010; Vilarrasa et al. 2011; Lavrov 2013; Chen et al.
2017). Flow channelling is controlled by fracture surface
fluctuation and the contact areas existing between fracture
walls (Dijk and Berkowitz 1999; Méheust and Schmittbuhl
2001; Auradou et al. 2005; Watanabe et al. 2008; Zou et al.
2017). Many fracture transmissivity estimations in modelling
were obtained using the Reynolds equation with lubrication
theory (Zimmerman et al. 1991; Nicholl et al. 1995; Neuville
et al. 2011). Taking the Stokes equation as a reference,
Mourzenko et al. (1995) have shown that using Reynolds’
equation leads to an overestimation of flow velocity if the
fracture aperture is small and aperture fluctuations are high.
The Stokes equation is a simplification of the Navier-Stokes
equation in which the inertial term is removed. The Navier-
Stokes equation was used to compute fracture flow at high
Reynolds numbers (Brush and Thomson 2003; Zimmerman
et al. 2004; Boutt et al. 2006; Crandall et al. 2010; Bouquain
et al. 2011; Zou et al. 2017). The deviation between Stokes
and Navier-Stokes occurs when velocity (i.e. pressure gradi-
ent and mean aperture) and aperture fluctuations increase.
The Navier-Stokes equation is favoured for the simulation
of eddies which reduce mean flow velocity and consequently
decrease hydraulic aperture. However, this process was
shown to occur for Reynolds numbers higher than 10
(Zimmerman et al. 2004; Auradou 2009; Briggs et al.
2017). In hydrogeological conditions for low flow velocities,
low Reynolds numbers (Re < 1) and smooth variations of
fracture apertures (in particular in the case of matching sur-
faces), it appears reasonable to favour Stokes equation
(Méheust and Schmittbuhl 2001; Brush and Thomson 2003;
de Dreuzy et al. 2012; Chen et al. 2017; Lee et al. 2014).

Furthermore, Zimmerman et al. (2004) have shown that a
weak inertial term regime exists between Re = 1 and Re = 10.
Empirical relationships between hydraulic and mechanical

aperture exist. The major difference between hydraulic and
mechanical aperture arises from fracture surface roughness.
Fracture surfaces are often characterized by means of using
roughness parameters such as the joint roughness coefficient,
Z2 roughness parameter, correlation length or Hurst exponent.
Subsequently, studies were carried out to link fracture flow to
roughness parameters (Talon et al. 2010; Li and Jiang 2013)—
for example, Li and Jiang (2013) and Zhao et al. (2014)
modeled fracture flow for different fracture configurations
and with various fracture surfaces, as characterized by differ-
ent Z2 roughness parameter (i.e. Z2 ranging from 0 to 0.5) in
the cases of one single fracture and a fracture network respec-
tively. They showed that the difference between mechanical
and hydraulic aperture increases with roughness. Because of
strong variability of roughness directional anisotropy as a
function of location on the surface, for the specific case of a
joint, depicting a plumose pattern, a unified estimation of
roughness parameters for the entire fracture surface is not
appropriate (Nigon et al. 2017). Consequently, the direct link
between common roughness parameters and hydraulic aper-
ture cannot be made and a derived method must be applied.
The present study aims to model and characterize meso-

scale fracture flow (approx. 62 cm × 62 cm). To improve the
understanding of fracture flow in joints, high-resolution
LiDAR scans of a joint surface were used which were previ-
ously acquired (Nigon et al. 2017). The selected joint surface
exhibits S-type plumose patterns. Assuming mode 1 fracture
opening, a three-dimensional (3D) fracture was rebuilt by du-
plicating the measured surface. The fracture flow in the sta-
tionary regime was solved with Stokes equations. A series of
model configurations involving various pressure gradients,
apertures and roughness amplitudes were computed and com-
pared to parallel plate models. Fracture flowwas characterized
by hydraulic aperture, probability distribution functions (pdf)
and cumulative distribution functions (cdf) of directional ve-
locity field components. Furthermore, the sensitivity of the
flow results was analyzed with regard to surface roughness,
aperture and pressure gradient.

Materials and methods

Fracture surface measurements and aperture
rebuilding

To investigate the impact of plumose patterns on fracture flow,
a previously scanned joint fracture surface was used (Nigon et
al. 2017). A freshly excavated fracture developed in Turonian
glauconitic sandstones of the Klieve quarry, Münsterland,
Western Germany, was selected for this study. The joint
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surface morphology exhibits the S-type plumose structure
characterized by quasi-symmetrical structures and a straight
propagation axis. Fracture surface measurements were per-
formed by the use of light detection and ranging (LiDAR)
technology. Details on the acquisition and the processing of
the data are given in Nigon et al. (2017). The joint surface
characterization revealed a strong anisotropic impact of plu-
mose patterns on the Hurst exponent and correlation length.
The Hurst exponent varies from 0.4 to 0.8 through all scales of
investigation and is, as well as the correlation length, depen-
dent on the location on the surface (Nigon et al. 2017). Surface
elevation varies from −2.7 to 3.7 mm with a standard devia-
tion of 1.2 mm. In the following, the more common term of
roughness is used instead of plumose pattern (a plumose pat-
tern being the characteristic morphology that roughness often
takes on a joint surface).
To rebuild the joint at a mesoscopic scale, the S-type joint

surface was treated as an expected mode 1 fracture.
Accordingly, the measured surface in Fig. 1 is assumed to be
symmetric and matching the second fracture wall. The mea-
sured joint surface (surface elevations in Fig. 1) was duplicat-
ed and stacked; thus, the generated joint consists of two per-
fectly matching surfaces. The distance separating both sur-
faces corresponds to the mechanical aperture. In this study,
three mechanical apertures of 1, 3, and 5 mm were
investigated.
Models consider a plane wall configuration, a natural

roughness configuration (as described before) and a twofold
natural roughness configuration. The twofold natural rough-
ness configuration is derived by multiplying the natural
roughness configuration by two. Taking into consideration
the plumose patterns and the maximum relief resulting from
these configurations, the modeled geometry is very similar to

what would be expected naturally. Instead of using other mea-
sured surfaces using LiDAR, these modifications allowed us
to better understand and characterize flow in joints without
drastically changing the geometry of the fracture.

Basics of fracture flow

Fracture flow was computed using Stokes equation
representing a simplification of the Navier-Stokes equations.
For Navier-Stokes with low Reynolds numbers the diffusive
term overrides the convective term, consequently the inertial
term can be removed according to (Mourzenko et al. 1995)

−∇P þ μ∇2u ¼ 0 ð1Þ
with pressure P, viscosity μ, and fluid velocity u.
Fracture flow simulation with Stokes equation is applicable

to small fracture apertures, low flow velocities, and smooth
variations of fracture aperture (i.e. matching surfaces have
smoother variation of aperture than the roughness itself). In
the case of parallel and smooth planes, only the component in
the main flow direction is nonzero and the equation can be
simplified. Using Poiseuille’s plane configuration, flow
through a fracture is determined by the cubic law
(Zimmerman et al. 1991)

Q ¼ −a
3 x; yð Þ
12μ

∇P ð2Þ

where Q is flow in [m3/s] and a aperture in [m].
In this study, flow characterization focuses on the X, Yand

Z components of the velocity vector and their respective sta-
tistics. To validate the quality of the model for plane wall
configurations and to compare the results between plane and

Fig. 1 Summary of the flow modeling set up; fracture natural roughness was derived from LiDAR scan measurements [Natural (X1)]
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rough fractures, the parabolic velocity profile in the fracture is
calculated according to (Coursenotes 2009)

vx ¼ H
2

2μ
∂P
∂x

z2

H2
−1

� �� �
ð3Þ

where H is half aperture, ∂P∂x pressure gradient and z position.
The maximum velocity of the parabolic profile is computed
by (Coursenotes 2009)

Umax ¼ − ∂P∂x
a2

2μ
ð4Þ

By using the relationship between average velocity of the
parabolic profile and maximum velocity, equivalent average
velocity in the fracture is (Coursenotes 2009)

U avg ¼ 23 Umax ð5Þ

One can rewrite Eq. (3) to calculate hydraulic aperture by
inserting mean flow velocity from the models according to

ah ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
24U avgμL
2P

r
ð6Þ

where ah is hydraulic aperture, L fracture length in the main
flow direction, and P pressure difference.
The fracture flow characterization is, in parts, based on the

analysis of variance of directional components of velocity
vectors. The variance of the X components of the modelled
velocity vector was compared to the variance of their counter-
parts for an equivalent plane wall configuration. The term
Btheoretical variance^ in the paper corresponds to the calcu-
lated variance of the parabolic velocity profile resulting from
Eq. (3) by varying pressure gradient and fracture aperture. The
variance of the results of the modeling corresponds to the
calculated variance of the probability density function (pdf)
for the chosen directional velocity component.

Numerical flow modeling

Set up of the models

Fracture flow was calculated using the Stokes equation in the
stationary regime. The size of the model in X and Y directions
is 625.5 mm. For model dimensions according to Z, three
configurations were modeled with respective distances of 1,
3 and 5 mm.
Fracture flow was computed with 1, 3, and 5-mm mechan-

ical aperture, respectively. Three pressures, 0.5, 1 and 2 Pa,
were imposed at the fracture inlet. At the outlet of the fracture,
pressure was set to 0 Pa. Throughout the paper pressure at the
inlet was used as reference (0.5, 1 and 2 Pa). Pressure gradi-
ents correspond to 0.8, 1.6 and 3.2 Pa/m, respectively. To

realistically and contextually model fracture flow, the bound-
ary conditions were set up according to field observations.
The two fracture surfaces were set in no-slip conditions. The
flow inlet and the flow outlet were in slip conditions. The
lateral limits of the model were not the lateral limits of the
joint (i.e. according to the joint surface characterization in
Nigon et al. 2017). Therefore, the aperture is not null on the
model lateral limits. The here-applied slip conditions are ex-
pected to better match these conditions. The X-direction cor-
responds to the main flow direction and the velocity magni-
tude is the norm of the velocity vector. Water viscosity was set
to 1e−3 Pa/s and water density to 1,000 kg/m3 (Fig. 1). The
fracture surface was tested in three configurations: (1) a plane
wall configuration (parallel plates without roughness), (2) a
natural roughness configuration and (3) a third configuration,
for which the roughness was multiplied by two. The Stokes
equation in the stationary regime was solved using a finite
element method (FEM) implemented in the commercial soft-
ware COMSOL Multiphysics v5.2. The solution was calcu-
lated with an iterative solver (Multigrid Method). The models
were run on a PC with 16 GB of RAM and an Intel i5 proces-
sor with 3.2 GHz. To adapt the complex geometries, fracture
surfaces were meshed with triangular elements and fracture
domains with tetrahedral elements. The combination of three
mechanical apertures, three pressure gradients and three frac-
ture surfaces resulted in 27 models.

Mesh convergence and numerical errors

Each individual model was validated. For the plane wall con-
figurations, the local parabolic velocity profile was derived
from the analytical solution (Eq. 3) and compared with the
results of the modeling (Fig. 2d). For the rough fracture con-
figurations, mesh convergence studies were performed on
mean fracture flow velocities and variances of the X, Y and
Z components of the velocity vectors (Fig. 2a–c). The mesh
convergence was performed by first increasing the density of
triangular elements on the fracture surface and then increasing
the density of tetrahedral elements in the fracture domain. This
process was repeated until the selected values (i.e. mean flow
velocity and variance of the directional component of the ve-
locity vector) remained stable. The configuration, 5 mm two-
times natural roughness, shown in Fig. 2, is composed of
4,486,814 tetrahedral elements and 758,138 triangular ele-
ments. In comparison, the configuration 1-mm one-time nat-
ural roughness is composed of 2,211,120 tetrahedral elements
and 1,392,246 triangular elements.
As visualized in Fig. 2a, for the configuration 5 mm and

two times natural roughness with 1 Pa inlet pressure, the mean
flow velocity magnitude and that in the X direction converge
already with 1.0 × 106 elements. The variance of the X com-
ponents of the velocity vectors converges with ~4.0 × 106 el-
ements. A similar behavior can be observed in the Y and Z

90 Hydrogeol J (2019) 27:87–99



directions (Fig. 2b,c). Once the models converged, a direction-
al flow heterogeneity according to X, Yand Z components of
the velocity vectors is evidenced (Fig. 2f). According to the
location in the fracture domain (Fig. 2e), flow heterogeneities
vary as a function of their respective positions along the plu-
mose. The plane wall configuration numerical results are al-
most identical to the analytical solution for the 5 mm plane
wall configuration with 1 Pa pressure inlet (Fig. 2d).
A small amount of negative velocity values is modeled for

configurations with two times natural roughness (i.e. the most
numerically demanding case). The amount of negative values
was quantified and shown to contribute only a small percent-
age to the velocity distribution in the fracture. Moreover,
inspecting all configurations, a maximum of 5.52 × 10−5% of
negative values was found. Therefore, the modeled negative
velocities values were considered as negligible in the calcula-
tion of both hydraulic aperture and variance.
An estimation of the numerical errors was derived from the

mesh convergence studies. Taking the example of the config-
uration 5 mm and two times natural roughness (i.e.

combination for highest velocity and highest flow
heterogeneities, Fig. 2), the standard deviation for variance/
mean flow velocities based was calculated on the 3.98 × 106

elements and 4.48 × 106 elements cases (Fig. 2a–c). For the
mean flow velocity in X, Y, and Z directions, the standard
deviations amount to 2.78 × 10−6, 1.04 × 10−8 and 9.86 ×
10−9 m/s, respectively. For the variance of the X, Y and Z
components of velocity vectors, the standard deviations are
7.00 × 10−9, 1.62 × 10−12 and 3.35 × 10−10 m2/s2, respectively.
These results suggest that the numerical error is at least two
orders of magnitude smaller than velocity statistical estimates.

Results

Pressure field

A pressure field resulting from solving the Stokes equation
for the configuration 5 mm and two times natural roughness
is shown in Fig. 3. Pressure fields for other models with

Fig. 2 Examples of model validation. a Mesh convergence analysis on
flow velocity magnitude, flow velocity and variance of flow velocity in
the X direction for the configuration: 5 mm and two times natural
roughness with 1 Pa inlet pressure. b Mesh convergence analysis on
flow velocity and variance of flow velocity in Y direction for
configuration: 5 mm and two times natural roughness with 1 Pa inlet
pressure. c Mesh convergence analysis on flow velocity and variance of

flow velocity in Z direction for configuration: 5 mm and two times natural
roughness with 1 Pa inlet pressure. d Comparison of analytic solution
with velocity inX direction for configuration: 5 mm and two times natural
roughness with 1 Pa inlet pressure. e 3D view of the joint indicating the
location of the (f). f Cross-sections of velocity magnitude in X–Z and Y–
Z directions in the fracture, according to the location (e)
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rough fracture surfaces exhibit similar patterns. For the plane
wall configuration, strictly parallel isobars are arranged per-
pendicular to the main flow (X-) direction. In general, quasi-
parallel isobars are modelled and do not show major vari-
ability for the full fracture domain shown (Fig. 3). However,
by focusing on the main hackles of the plumose structure
(e.g. a well-marked hackle can be seen at the top left of Fig.
3 and at the top right of Fig. 1) pressure field disturbances
are observed according to Y. At the corresponding locations,
the isobars are also disturbed according to Z. For rough
fractures with natural roughness, similar perturbations of
the modelled isobars are found but are less pronounced. At
smaller spatial scale (i.e. several centimetres) small varia-
tions of the isobars are modeled and are due to joint plu-
mose patterns of relatively smaller scale.

Flow field in a rough joint

To date, a formal and unified description of local hydraulic
apertures in fractures does not exist (Mourzenko et al.
1995; Ge 1997; Oron and Berkowitz 1998). Considering
the uncertainties found in local hydraulic aperture defini-
tions, the flow within joints was characterized using flow
velocity magnitude and the X, Y and Z components of the
velocity vectors. This allowed us to separate and individ-
ually analyze every velocity term in a clear and robust way.
In this section, a detailed investigation of the flow velocity
components for the configuration 3 mm and two times
natural roughness is performed. Thereafter, the directional

components of the velocity vectors of a rough fracture
configuration are compared to their counterparts, as de-
rived from the modeling of parallel plates with equivalent
mechanical aperture (Fig. 4).
The pdf and cdf of velocity magnitudes for the rough

fracture and plane wall fracture are both skewed distribu-
tions. The plane-wall-fracture configuration reflects the ex-
pected pdf for a parabolic velocity profile. The highest fre-
quency corresponds to the maximum velocity (and to
predictions of Eq. 4). Velocities decrease with their respec-
tive frequencies towards zero. For the pdf and cdf of the
rough fracture (Fig. 4a) the frequency of the maximum ve-
locity does not correspond to the maximum frequency. For
velocities ranging between 0.75 × 10−3 and 1.5 × 10−3 m/s,
the rough fracture configuration does not exhibit a Bregular^
decrease in velocity with frequency as seen for the plane
wall fracture. In this range, cdf and pdf of rough fracture
surfaces show an irregular decrease in velocity frequency in
comparison to the plane-wall-fracture configuration. The
rough fracture geometry is associated with a higher proba-
bility of local velocities in the range 0.75 × 10−3 and 1.5 ×
10−3 m/s. The pdf and cdf of the velocity vector X compo-
nents behave similarly as velocity magnitudes. In Fig. 3b, a
small number of negative values are depicted for the X
component. These values correspond to modeling errors as
discussed before. The pdf and cdf of velocity vector Y and Z
components are symmetric and centered at 0 m/s (Fig. 4c,d).
By comparing Y and Z velocity components to their plane-
wall-fracture counterparts (Fig. 4g,h) and by preserving the

Fig. 3 Pressure field for the
configuration 1 Pa inlet, 5 mm
aperture and two times natural
roughness (view from the top of
the fracture). Joint surface
elevations are indicated in grey

92 Hydrogeol J (2019) 27:87–99



velocity scale in the abscissa, the plane-wall-fracture config-
uration appears to be peaks. In Y and Z directions, theoret-
ical results should equal zero; however, modeling does not
exactly show zero values, but a variance of the Y and Z
components of the velocity vector of 1.87 × 10−14 and
7.45 × 10−16 m2/s2, respectively. The discrepancy between
theoretical and numerical results are again due to numerical
errors, which can only be minimized.

Flow field as a function of aperture and roughness

Cumulative distribution function of velocities and basic
statistics thereof

In the following, the cumulative distributions plotted together
are studied. It shows how cdf of directional velocity compo-
nents depends on roughness, aperture and pressure gradient.

Fig. 4 The probability density function (pdf) and cumulative distribution
function (cdf) of velocity components for configuration 3 mm, 1 Pa inlet
pressure. a pdf and cdf of velocity magnitude, two times natural rough-
ness. b pdf and cdf of velocity vector X component, two times natural
roughness. c pdf and cdf of velocity vector Y component, two times

natural fracture. d pdf and cdf of velocity vector Z component, two times
natural roughness. e pdf and cdf of velocity magnitude, plane wall frac-
ture. f pdf and cdf of velocity vector X component, plane wall fracture. g
pdf and cdf of velocity vector Y component, planewall fracture. h pdf and
cdf of velocity vector Z component, plane wall fracture
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In Fig. 5 the impact of roughness, aperture and pressure gra-
dient on the distribution of directional components of the ve-
locity vector is shown.

The shape of the cdf of the velocity X component, for
plane-wall-fracture configurations, is insensitive to pres-
sure gradient or aperture changes. It is a characteristic

Fig. 5 Cumulative distribution
functions of velocity vector X, Y
and Z components. For the sake
of clarity, only the 1-smm and the
5-mm configurations are shown.
Cumulative distribution of the a
X component (main flow direc-
tion), b Y component, and c Z
component
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parabolic velocity profile between parallel plates. When a
rough fracture surface is used in fracture flow simulations,
a decrease of the mean flow velocity in the X direction is
modelled. The decrease in mean flow velocity is accentu-
ated when roughness is increased. With respect to the
plane-wall-fracture case, the cdf associated with the rough
fracture departs more for the 1-mm aperture than for the 5-
mm aperture (Fig. 5a), the 3-mm aperture (not shown here)
shows an intermediate behavior. Frequencies correspond-
ing to maximum velocities are significantly lower in rough
fractures than in the plane-wall-fracture case. In the nor-
malized frequencies 0.6–0.9, the probability to have veloc-
ities close to the mean flow velocity increases due to the
geometrical heterogeneities of the rough fracture.
In terms of cdf in Y and Z directions, the use of the rough

surface configurations shows significant deviations from the
plane wall configuration (Fig. 5b,c). As a consequence of the
selected reference frame, mean flow velocities in the Y and Z
directions tend to 0 m/s (Fig. 5b,c). The spread of the cdf
increases when adding roughness, a phenomenon that is par-
ticularly enhanced when pressure gradient and aperture are
increased.
The results show a general behavior in accordance with

the cubic law. By increasing pressure, the mean flow ve-
locity in the X direction increases linearly. For an aperture
change, the mean flow is controlled by the cube of the
aperture; however, as the joint walls exhibit more and
more roughness, Y and Z components of the flow velocity
vector develop and, in turn, reduce mean and variance of
the X component of the velocity vector. Figure 6 provides
a summary of the mean, median and standard deviation
characterizing the flow in X direction for all configura-
tions studied here. It highlights the dependency of the
deviation between mean and median velocity and how
standard deviation is controlled by fracture surface rough-
ness, aperture and pressure gradient.

Hydraulic aperture

The hydraulic aperture was calculated according to Eq. (6) for
the 27 investigated models. Figure 7 shows the loss in hydrau-
lic aperture with respect to the mechanical aperture. Results of
plane-wall-fracture models show similar hydraulic and me-
chanical apertures. Their loss in hydraulic aperture is 0%.
When heterogeneities (i.e. rough fracture surfaces) are inte-
grated in the models, hydraulic aperture decreases. For all
cases, the loss in hydraulic aperture increases when roughness
is increased. Furthermore, hydraulic aperture is more affected
when mechanical aperture is small. In general, the loss in
hydraulic aperture is smaller for a 5-mm mechanical aperture
and higher for a 1-mm mechanical aperture.
The impact of pressure gradient on the loss in hydraulic

aperture is strongly dependent on mechanical aperture. In
cases of small mechanical aperture (i.e. 1 mm), the impact of
pressure gradient appears to be negligible (Fig. 7). When me-
chanical aperture is increased, the loss in hydraulic aperture
increases with increasing pressure gradient.
Several authors have shown that flow for variable fracture

apertures deviates from the cubic law (Zimmerman et al.
1991; Mourzenko et al. 1995; Ge 1997; Oron and Berkowitz
1998; Luo et al. 2016; Chen et al. 2017). A deviation from the
cubic law is often expressed using a ratio between hydraulic
aperture and mechanical aperture as a function of normalized
mechanical aperture (Renshaw 1995; Méheust and
Schmittbuhl 2001, 2003; Al-Yaarubi et al. 2005). The normal-
ization procedure of the mechanical aperture differs amongst
the researchers (e.g. mechanical aperture divided by the root
mean square (RMS) of roughness, mechanical aperture divid-
ed by standard deviation of the aperture, standard deviation
divided by mechanical aperture). However, previous studies
showed that the ratio hydraulic aperture/mechanical aperture,
as a function of normalized mechanical aperture, is generally
less than 1 and converges to a sill. Renshaw (1995) estimated

Fig. 6 Summary of mean flow
velocity, median flow velocity
and standard deviation for
different configurations shown as
a function of surface roughness,
pressure and aperture
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that for low values of the roughness parameter (i.e. arithmetic
mean of aperture divided by standard deviation of the aperture
<1), the mechanical aperture is higher than the hydraulic ap-
erture. The results show similar trends. In Fig. 7, increase in
roughness results in decrease of hydraulic aperture; however,
when mechanical aperture increases, the loss in hydraulic ap-
erture is reduced. These trends correspond to convergence to 1
of the ratio of hydraulic aperture on mechanical aperture, as a
function of normalized fracture aperture.

Variance of velocity components

The theoretical variance of the velocity X component was
calculated directly from the velocity profile resulting from
Eq. (3) and increases with pressure gradient and hydraulic
aperture. In Fig. 8 the variances for the X components of the
velocity vectors are plotted as a function of their respective
calculated hydraulic apertures and roughness. The results de-
rived from the plane-wall-fracture models (i.e. denoted
Bconstant^ in Fig. 8), plotted as function of their hydraulic
apertures, fit their respective theoretical values. Interestingly,

rough fracture variances also fit the theoretical prediction.
This suggests that even though rough joint surfaces induce a
discrepancy between mechanical and hydraulic aperture, the
relationship between variance and hydraulic aperture, based
on the classic parabolic flow profile, still holds.
For the Y components of the velocity vector (Fig. 9a), var-

iance increases with increasing aperture, pressure gradient and
roughness. Model results for the plane-wall-fracture configu-
ration (SD = 0 m, Fig. 9a) should theoretically be zero, but
numerical uncertainties cause nonzero results, which are,
however, at least three orders of magnitude lower than their
rough fracture equivalents.
For different pressure gradients and aperture configura-

tions, the slope of the transition from natural roughness to
twofold natural roughness is similar. This suggests that each
pressure gradient aperture configuration exhibits its individual
relationship between velocity Y component variance and joint
surface roughness; however, all these individual relationships
share the same trends.
Velocity Z component variances (Fig. 9b) behave similar to

the ones of the Y component. Variances increase with

Fig. 7 Percentage of loss in
hydraulic aperture as a function of
standard deviation of the fracture
surface topography

Fig. 8 Modeled and theoretical
variance of flow velocity X
component (main flow direction)
as function of hydraulic aperture
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increasing apertures, pressure gradients and roughness. The
slope of the transition between natural roughness to twofold
natural roughness is similar for the different pressure gradients
and aperture configurations.

Conclusion

Numerical modeling of flow in a joint with plumose pattern
resulted in pressure gradient fields that consist of nearly par-
allel pressure isolines with small variations caused by the
roughness of the joint surface. Only at hackles of the plumose
structure, pressure isolines deviate from the overall parallel
pattern, indicating stronger variabilities in the pressure gradi-
ent fields.
As found in many other studies on rough fracture flow, the

numerical modeling results based on a joint with plumose
pattern show a decrease of the hydraulic aperture and the mean
velocity in longitudinal direction with increasing joint surface
roughness. This phenomenon is more pronounced at smaller

mechanical apertures and higher-pressure gradients. Within
the configurations of this study, a maximum decrease of the
hydraulic aperture of 12% was found.
Aside from this well-known phenomenon, the 3D model-

ing examples allow some deeper insights into the variances of
the velocity vector components which accompany the hydrau-
lic aperture decrease as function of joint surface roughness.
Thus, the variance of the longitudinal direction of the velocity
vector decreases with increasing roughness. Furthermore, the
results suggest that the variance of the longitudinal component
of the velocity vector can be predicted based on the classical
parabolic profile for parallel plates, once the hydraulic aper-
ture is known, for example from field experiments. This find-
ing holds true at least for all the configurations that were
numerically modeled in the present study.
From theory, it is well known that the transverse compo-

nents of the velocity are zero for the cases of parallel plates
resulting in a zero variance for the transverse components of
the velocity vector. The results show that this is different for
flow in joints with rough surfaces. Here the variances of the

Fig. 9 Variances of the
transversal components of the
velocity vector as function of
roughness: a Y component, b Z
component
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velocity vector in transverse directions increase with increas-
ing joint surface roughness. This behavior is different for each
mechanical aperture and each pressure gradient; however, the
relative increase in the variance of the transverse components
of the velocity vector is almost identical for all configurations
within the present study.
The results of the present numerical study have shown in

detail how far the joint plumose pattern influences flow char-
acteristics in joints with two matching surfaces. In addition to
these new insights in fracture flow, these findings could be
helpful to the design and positioning of geothermal facilities.
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