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HIGHLIGHTS

« A new model for simulation of land
surface effects on BHEs is introduced.
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o It is numerically verified and
discrepancies with existing analytical
models are discussed.
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GRAPHICAL ABSTRACT

ABSTRACT

Borehole heat exchangers (BHEs) utilize the shallow ground to extract geothermal energy. Mostly they
are installed in urbanized areas, where the thermal regime is strongly influenced by pavements, buildings
and other urban infrastructures. In order to account for the spatial and temporal variability in the above-
ground urban temperatures, a new semi-analytical model with a Cauchy-type top boundary is intro-
duced. With this model, it is possible to estimate the transient three-dimensional temperature field in
the near-surface ground influenced by the interaction of BHEs, horizontal groundwater flow, land use
type and associated surface air temperature (SAT). It is verified with a numerical model and sensitivity
analyses are conducted to examine the relevance of the prevailing thermal regime. By adopting a dimen-
sionless formulation, it is shown that the decoupling between temperature fields at the ground surface
restraints heat fluxes and penetration depth of thermal signals above ground. A systematic comparison
with traditional Dirichlet-type boundary conditions shows that a fixed temperature formulation gener-
ally overestimates the thermal effect of land surface signals on thermal plumes of BHEs. This is also
addressed by investigating the ground energy balance during operation of the geothermal system.
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Nomenclature

A specific land use area (m?)

a thermal diffusivity (m?s1)

c volumetric heat capacity (MJm 3 K1)

f vertical fluxes at the ground surface (W m—2)

F dimensionless form of f

Fo Fourier number

G Green'’s function

h coupling coefficient (m™!)

H borehole length (m)

Hp dimensionless product H - h

I linear heat transfer coefficient (W m—2 K1)

k natural geothermal gradient (°Cm™!)

Ne effective porous medium porosity

p power (W)

P dimensionless form of p

Pe Péclet number

D Darcy velocity (my~1)

Qr dimensionless number q - AT,

q heat flow rate per unit length (W m™")

Tq horizontal radial distance from the borehole (m)

R dimensionless form of ry

s phase shift of T

t time (s)

to period of T; (s)

T temperature in the porous medium (°C)

T ground surface temperature corresponding to the
geothermal gradient k (°C)

Tm reference initial and surrounding temperature (°C)

T above-ground temperature (°C)

Tsa amplitude of Ts (°C)

Ts mean value of Ts (°C)

v effective thermal velocity (ms™')

X coordinates vector where temperature is evaluated (m)

X coordinates vector where a heat source is released (m)

X,y,z  single space coordinates where temperature is evalu-
ated (m)

Xa Xp Yo ¥Yp boundary coordinates of the specific land use (m)

X,y',Z single space coordinates where heat sources are re-
leased (m)

X dimensionless form of ¥ (m)

X dimensionless form of ¥’ (m)

X,Y,Z dimensionless form of x, y, z

X',Y',Z' dimensionless form of ¥/, y/, Z

Greek symbols

B solution to the homogeneous boundary-value problem

B dimensionless form of

y) thermal conductivity (Wm K1)

K substitution function

K dimensionless form of x

T time at which a heat pulse is released (s)

0 dimensionless temperature

10} solution to the nonhomogeneous boundary-value prob-
lem

Q dimensionless form of w

Subscripts

B referring to the HBVP B

C referring to Cauchy-type boundary conditions

D referring to Dirichlet-type boundary conditions

K, K expressed in terms of the functions x, K

10} referring to the NHBVP w

T referring to the temperature T

Abbreviations

BC boundary condition

BHE borehole heat exchanger

GST ground surface temperature

HBVP  homogeneous boundary-value problem
MFLS moving finite line source

NHBVP nonhomogeneous boundary-value problem
RS reference scenario

SAT surface air temperature

TDP temperature depth profile

1. Introduction

Especially in urban areas, pristine natural land is rare and land
surfaces are considerably modified. The strong heterogeneity in
land use, together with micro-climatic conditions specific to indi-
vidual cities and global climate trends [1], yields spatially and tem-
porally variable thermal conditions above the ground surface and
in the subsurface [2,3]. Implementation of numerical models for
simulating heat transport across the ground surface is often a dif-
ficult task, mainly because of the multi-scale and spatiotemporal
variability of parameters specifying the governing physical pro-
cesses (e.g. [4-10]). Often, comprehensive numerical model devel-
opment and the associated computational cost are not justified,
given the quality and resolution of the data available to calibrate
such models. Alternatives to this are simplified simulation tech-
niques that focus on the most relevant processes, and which are
on a par with the limited detail of case-specific information (e.g.
[11-13]). These techniques can also be utilized to reveal, which
key features should be explicitly resolved in more detailed models.
In this context, analytical models have proven to be a keystone, not
only because of their relatively simple implementation, but also
because of their straightforward usability in parameter studies
and sensitivity analyses.

Analytical models are widely accepted for simulating geother-
mal systems that use the shallow urban ground [14,15], especially
for sizing, optimizing and analyzing vertical borehole heat

exchangers (BHEs) [16-22]. Usually, these analytical models are
based on the superposition of Green’s functions [23,24], which
have been derived for several model configurations including line,
spiral and cylindrical sources with (in-)finite lengths, with or with-
out groundwater flow in (an-)isotropic media, or even considering
phase-change [25]. Yet, available analytical models loosely con-
sider the effect of complex top boundary conditions. Commonly,
the temperature at the ground surface is assumed constant and
is set equal to an initial temperature prevailing in the whole
domain (e.g. [26,27]). This, however, is unsatisfactory in view of
the land use variability in urbanized areas and the associated
impact on the heat transport across the ground surface.

Bandos et al. [28] relaxed the constant temperature assumption
at the top boundary in an analytical framework for investigating
the influence of seasonal ground surface temperature (GST) signals
in thermal-response testing with BHEs. Rivera et al. [29] general-
ized this approach by implementing Green'’s functions to simulate
specific features in urban environments. Their results show the
potentially strong effect of long-term changes in GST on the ther-
mal conditions around a BHE. Both models, by Bandos et al. [28]
and Rivera et al. [29], assume a spatially and temporally variable
GST implemented as 1st kind or Dirichlet-type boundary condition
(BC). However, a spatially resolved GST field is rarely available in
practice. Best estimation is derived from punctual temperature-
time series measured by sensors installed a few centimeters below
the ground surface (e.g. [11,30-32]). Therefore, as a surrogate,
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frequently the surface air temperature (SAT) is chosen (e.g.
[28,33,34]), which is often available at a satisfactory spatial and
temporal resolution. This assumes that the atmospheric and shal-
low ground thermal regime is perfectly coupled or in thermal equi-
librium, which due to effects from wind, evapotranspiration,
vegetative and snow insulation, among others, is not true [35,36].

By formulating a 3rd kind or Cauchy-type BC for the ground sur-
face in a model, the temperature fields in atmosphere and ground
can be coupled assuming a linear heat exchange rate [37]. This is
still a simplified approach considering the complexity of the heat
exchange mechanisms close to the ground surface [38,39], but it
is more versatile than fixed temperature assumptions, and it is
generally acceptable within the range of accuracy expected from
analytical models [40,41]. Analytical models with Cauchy-type
BCs were developed to estimate heat losses from isolated buildings
[42,43], or to understand the coupled dynamics between SAT and
GST [44,45]. These works though, do not study in-situ thermal
changes by shallow geothermal applications, which were consid-
ered relevant in related numerical simulations (e.g. [38,46,47]).

Recently, Rivera et al. [48] incorporated the Cauchy-type bound-
ary in a (semi-)analytical line source formulation for simulating
BHEs. It was demonstrated that especially for short borehole heat
exchangers (BHEs) the specification of the ground heat flux can be
a crucial factor. While this formulation is one solution to the homo-
geneous boundary-value problem (HBVP), the present study intro-
duces and investigates the nonhomogeneous boundary-value
problem (NHBVP). This way, nonuniform and transient land use
changes characteristic for urban environments can be simulated in
a flexible and efficient way. The new formulation is developed in
the subsequent chapter and then verified with a numerical model.
Furthermore, the objective is a detailed analysis of the relevance of
appropriate SAT-GST (atmospheric or indoor-GST in basements of
buildings) coupling for simulating the ground thermal regime
around shallow geothermal installations. Thus, this study also
addresses the role of the boundary formulation for groundwater
influenced thermal plume development, for associated vertical heat
fluxes, and for power supplied through the ground surface.

2. Methodology

In order to approximate the complex near surface processes in
the ground, and their interaction with BHEs, this work proposes a
general methodology based on the superposition of Green’s functions.
Specifically, defining a land surface-atmosphere/indoor coupling
coefficient, h, the corresponding Green’s function is given by [24]:

epm L [ (z-2)
G, xt-1)= Pr— {exp { 4a(t — r)}

(z+2) r2
M T }e"p{]a(rd—r)}
z+7
Cdan(t—1 2\/—+hv a(t-t ]

/ 2 rd
xexp{h(z+z)+ah (t—r)—m} (1)
where 12 = (x —X)*+ (y —y)% Eq. (1) yields the temperature at a
given point x=(x,y,z) and time t in a semi-infinite homogeneous
domain (with thermal diffusivity a), when an unitary heat pulse is
released at ¥ =(x,y’,Z’) and time t. Here, z represents the direction
perpendicular to the semi-infinite boundary plane (depth). Eq. (1) is
also the solution to the homogeneous boundary-value problem (HBVP)
described in [48], where the medium above the ground (e.g. the atmo-
sphere or indoor temperature) has a temperature of zero [49].

For a less restrictive temperature setting of the medium above
ground, here the nonhomogeneous boundary-value problem

(NHBVP) is considered. The solution to this problem, wc, solves the
conduction-dominated heat transport equation, assuming zero ini-
tial temperature and a boundary condition at the ground, as follows:

Do ooc| L
)W =—I(wc—Ts) or e T —h(wc —Ts) with h= yi
2)

where T; is the temperature of the medium above ground, which
might be a function of space and/or time, I[W m % K™'] is the surface
heat transfer coefficient, and z points downwards and is normal to
the ground surface. The coupling coefficient h can vary between 0
and infinite, describing insulating and prescribed temperature con-
ditions, respectively [24]. In other words, Newman and Dirichlet-
type boundary conditions are specific extreme cases of this more
general formulation.

The general solution to this NHBVP is obtained by superposition
of continuous doublets distributed over the ground surface with an
intensity proportional to Ts(x',y’,t) [24]:

t 8G / /
(X, X, t) = a/ / Ts(x,y, 1) (—Z>dy dx'dt
'y

_ah/ / / x,y',7)-Gdydx'dt 3)

with G as defined in Eq. (1). The solutions for both, homogeneous
and nonhomogeneous boundary-value problems, can be super-
posed to solve more complex settings including arbitrary initial
conditions and/or a non-uniform distribution of continuous heat
sources within the domain. In this case, the temperature T¢ at any
point and time reads:

Tc = oc + fc (4)
where B is the solution for the HBVP that could represent shallow
geothermal systems such as BHEs, energy piles or coils. Specifically,
if B consists of a finite line source that approximates a BHE, this
solution is developed in [48]:

Be = Buns(%.%.0) + Ac(x,%, ) 5)
post- o) o]0 (2
(0w
~erf (557 o ©®)

X—x ~1 ran? 1
st = gzew (v [ gew( o (4) )
: Zat

{exp (hz+ (h2rd> (p) {erfc( \rdﬁ 2%)

- exp(hH)erfc(ZjHﬁ+2%)] }d(p (7)

Rivera et al. [48] also provides an alternative form for Eq. (7) to
avoid potential numerical overflow while calculating the expres-
sion within the curly brackets. The problem might occur for a given
combination of the parameters h,z,r; and H leading to a large
argument for the exponential function. This can be avoided via
the following substitution:

re(h, p.2,1a) = \[/ exzo{ he — <M>

e 3]z

2/o)

which leads to reformulate Eq. (7) as
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X —x *1 ran2 1
ABc(x,X . t) = 4jnexp( 5 1/)/i aexp[—(p— (ﬁ) 5}
x [K(h,0,z,14) — k(h,H,z,14)|do 9)

A triple integral such as in Eq. (3) compromises the computa-
tional efficiency of any analytical solution. This formulation can
be simplified for the conceptual model shown in Fig. 1. In this
model, an area within the coordinates [x,,X,] and [y, V5] frames a
distinctive above-ground temperature Ts, which is a function of
time. In the surrounding, zero temperature (T, = 0) is assumed,
which also prevails as initial condition in the conceptual model.

For this configuration, Eq. (3) simplifies to the following expres-
sion including only one improper integral (Appendix A):

Hh [™ H? 2 Z\2
16 TS(“M){\/n—(pae"p (i) "’]
—Werfc[a(zwp)]exp[p(zw)}}A(&qo)d& z#0  (10)

Oc(X,t) =

where a(z, @), p(z,) and A(x, @) are defined in Egs. (A5), (AG)
(Appendix A) and groundwater flow is considered via the moving
source approach with effective thermal velocity v = D¢ Thus, the
Darcy flux D is assumed uniform and steady [50].

The substitution shown in Eq. (8) facilitates rewriting Eq. (10)
avoiding numerical overflow as:

Hh [* H? 2 712
oniet =55 o1 (i) ool '
*%hK(Hh 0,z/H, 1)} (*, @)do, z#0 (11)

This set of equations yields the transient temperature distribu-
tion in the conceptual model in Fig. 1. The latter, in turn, could be
superposed in space (with or without the BHE) to approximate dif-
ferent spatial configurations of land use types.

For the case of an initial temperature that follows a natural
geothermal gradient k with ground surface temperature T, the fol-
lowing expression can be superposed in Eq. (5):

Beo =Tk +kz- erf< >+ k\/—exp< 4at>
fh/ow K(h,Z,z,/3atp) (T, + k2)dZ (12)

Alternatively, in the simpler case of a constant initial tempera-
ture T, # 0, the following analytical expressions is available in
[24]:

z 2 z
=Tmqerf|—==) + exp[hz + ath erc<—+h\/a>} 13
oo = Ta{erf (2 ) + e erfe (2 (13)
Finally, for the case of an above-ground temperature in the sur-
rounding T, = Ts(t) # 0, Eq. (10) or (11) should be superposed
with (xq,Xp Ve Vp) going to the infinite. This yields the following
analogous form shown in [24]:

Wc_inf(2,t) = ah /t {M
0

2
o) hexplhz + ah®(t — 1)]

X {erfc(z\/_t__“wm)]} dt  (14)

Besides the estimation of temperature fields, another pertinent
analysis is the characterization of heat fluxes and associated power
supply through the ground surface in the conceptual model. For
the homogeneous boundary-value problem, these fluxes are calcu-
lated directly by means of Eq. (2) with Ts = 0:

BHE

Groundwater flow
direction

1
Z

Fig. 1. Conceptual model to represent spatial variability of land use in urban
environments. The finite plane (red rectangle) within the coordinates [x,,x,] and
[¥4,¥,] represents a distinctive above-ground temperature, T, in comparison to the
background conditions, given by the mean reference temperature T,, = 0. BHE
denotes the position of the vertical borehole heat exchanger. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version
of this article.)

9Pc

fCﬁ:lEz:O

= —hipc (15)

For the nonhomogeneous boundary-value problem, we use Eq.
(10) or (11) to calculate the corresponding vertical gradient at

the ground surface:
_0wc _h H? —4z 7\2
feo =257 =16 Jpo Ts(“w){nme’m{‘(ﬁ) ‘P}
Hh\?
- (5) explp(z, g)lerfclo(z, @) + 2@exp[p(z, )

oz, <p>z1}A<x, p)dg. 2740 (16)

At the ground surface, f, can be approximated by evaluating
Eq. (16) for values of z close to zero, bearing in mind that this solu-
tion is not valid at z = 0. Finally, the equation of total vertical heat
flux reads as follows:

fa(z=0,t) =fe(z=0,t) + fc,(2=0,1) (17)

The total power supplied through the ground surface can be cal-
culated by integration of the fluxes over their influential area:

pPar(z=0,t) = 'Zc/fcﬁ(z =0,t) - dxdy + ./T?/fau(z ~0,t) - dxdy

=Pz =0,) +pe,(2=0,1) (18)
The equation for pc;(z = 0,t) is given in [48]:

polz=0.0="4" [ e W) Herf (37%)

— exp(Hh)erfc (\/_Jr Ij/h_>
_ hqH?

.
M [, 0.0 — k(b H.0Hdp (19

* 4at

do
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Table 1

Corresponding analytical formulations for Cauchy- and Dirichlet-type boundary conditions at the ground surface.

Description Cauchy-type BC

Dirichlet-type BC

Total temperature
Temperature, HBVP

Eq. (4)
Egs. (5)-(7)

Temperature, NHBVP Egs. (10) and (11)

Vertical fluxes, HBVP Eq. (15)
Vertical fluxes, NHBVP Eq. (16)
Total vertical fluxes Eq. (17)
Power supply from the ground surface, HBVP Eq. (19)
Power supply from the ground surface, NHBVP Eq. (20)
Total power Eq. (18)

Tp =wp + fp (21
Eq. (6)
o (e (22)
Ob(R.X0) = g [ () |- ()2 0| atx. o)
q X=X 1\ [ 1 a2 1 Ho (23)°
fon =g v exp (55 0) [ Joexp(—o — (49)°5)| 1 —exp( —75" ) | do
4at
e T2 (24)
fou(z=0) = giz yi%exp[—%)zw] [1-2(7 0] A 9)do
at
for =fpw +fpp (25)
b
Pos(z = 0,0) = gH |28 + erf (— o) — | [Hdtexp (1) + 1] (26)
a (- (27)
Pou(2=0.0) = A [ L) exp[ - (3)70] [1 - 2037 ] o
Ppr(z = 0,t) = pps(z = 0,t) + pp., (2 = 0,t) (28)

¢ Taken from [29].
b Taken from [51].

For pc,(z = 0, t) we have (Appendix B):

JhA [ H2 _4z 7\ 2
pr(zzovt) :TL T (t-w) {mexp{—<ﬁ> (p:|

Hhm 2
- (5) explp(z. @)lerfclo(z, ¢)]

+2\/Lexpip(z. o) - otz 07 o (20)
with A being the area of the rectangle in Fig. 1. In order to highlight
the effect of different boundary formulations, the presented set of
equations for temperature (Egs. (4)-(11)), vertical heat fluxes at
the ground surface (Egs. (15)-(17)), and associated power (Egs.
(18)-(20)), are subsequently compared with the analogous expres-
sions assuming Dirichlet-type BCs as listed in Table 1.

In Table 1, Eq. (24) is obtained through the partial derivative of
Eq. (22) with respect to z and Eq. (27) by integrating Eq. (24) over
the entire horizontal plane.

To generalize the comparison among different analytical formu-
lations shown in Table 1, the following dimensionless numbers are
considered:

_VH at

Pe="", Fo =21, Rr

_ _Ta
a H?’ AT

7E, Hh:hH

X.X) = ((X.Y,2), XY, Z)) = %(W%Z},

AN 1
(X Y 7Z>)7 (Xa>Xb7Ya7Yb> = E<Xﬂ’xbvya’yb>

being Pe the Péclet number and Fo the Fourier number and T, the
mean value of Ty which is assumed seasonally variable (Eq. (A2)
in Appendix A). All other coordinate-based parameters shown in
the equations are normalized by the borehole length, H. The corre-
sponding set of dimensionless equations and normalizing factors is
listed in Appendix C. In the next chapter, the proposed analytical
framework is first numerically verified. Subsequently, a sensitivity
analysis based on the identified dimensionless groups is performed.

3. Results and discussion
3.1. Numerical verification
The model described by Eqgs. (4)-(11) is verified with a numer-

ical heat transport model (FEFLOW, Version 6.2). For this, the set-
up shown in Fig. 2 is considered.

This model resembles the conditions in an urban environment
with spatial changes in land use. For each land use type, the tem-
peratures above-ground, Ts, are taken from [11,12] following a sea-
sonal behavior with mean and amplitude as indicated in Table 2.

Other parameters in the physical model are taken from the
numerical verification procedure described in [48] and summa-
rized in Table 3.

The top boundary input/output heat transfer coefficient
I=1Wm 2K assigned to the uppermost layer in the numerical
model is equivalent to a coupling coefficient h=1/A=1/2.4=
04m™".

The size of the domain in the numerical model is chosen so that
boundary effects are minimized during the simulation time of

r= 160 - -
===}
= 30 * .| Bulding2 |35
P l Building 1
100| | Bare soil X = ep1 |80
T BHE :
¥ 40~
Asphalt
T
Groundwater :
€ fiow direction Ciass

Fig. 2. Plan view of the scenario with different land use types for verification with
the numerical model. The borehole heat exchanger (BHE) is located at (0,0). Spatial
units are given in meters.

Table 2
Mean and amplitude temperature for above-ground temperatures T, given the set up
shown in Fig. 2 [11].

Surface type Mean temperature T (°C) Amplitude (°C)

Building 17.0° 0.0°
Asphalt 13.2 18.6
Bare soil 103 153
Grass 10.1 13.1

2 Indoor building temperature taken from [43,52].
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Table 3

Parameters for the numerical verification model (Fig. 2).
Parameter Units Magnitude
Darcy flux (D) ms! 1x1077
BHE length m 50
Heat extraction rate q Wm! 30
Effective porosity n. - 0.25

Bulk thermal conductivity of porous medium 4 Wm 'K 24
Bulk volumetric heat capacity of porous mediumc MJK 'm=> 2.7
Top boundary input/output heat transfer coefficient] Wm™=2K! 1

30 years. The BHE is approximated by a linear discrete feature ele-
ment (DFE) [53]. The domain discretization is refined close to the
BHE and at the edges of different land use areas. The seasonal
above-ground temperature signal for each land use type is approx-
imated by linear segments in order to capture the major transient
changes without stretching computational modelling time. In total,
the model consists of more than 1.1 million nodes distributed in
141 layers with thicknesses ranging from 0.5 m close to the top
boundary to 2 m at the bottom of the model. As initial condition,
a uniform temperature equal to the mean temperature for grass
(10.10 °C) was set.

For solving the same problem with the analytical framework,
the conceptual model in Fig. 1 is superposed as many times as
the number of different land use areas. In each superposition, an
effective above-ground temperature, Ts, is used for evaluating Eq.
(10) or (11). As listed in Table 4, this effective temperature is sim-
ply the difference between the one characteristic for the super-
posed land use type and the one assigned to the background.

The set of superimposed solutions listed in Table 4 together
with Egs. (13) and (14) solves the problem depicted in Fig. 2 at
any point and time. The three-dimensional (3-D) temperature dis-
tribution after 20 years is shown in Fig. 3. It is also worth mention-
ing that besides spatial heterogeneity in land use, the analytical
solution can also handle their temporal variability such as the land
use-change history typical for a selected city (e.g. [54,55]).

Fig. 4 compares two temperature depth profiles (TDPs) at the
locations P1 (Fig. 4a) and P2 (Fig. 4b) indicated in Fig. 2. The TDPs
are calculated with both methodologies at four different times: 1,
2, 5 and 25 years. Only the upper 25 m are shown to highlight dif-
ferences close to the ground surface.

In Fig. 4a, the TDPs are not influenced by the operation of the
BHE, since P1 is sufficiently far away at the upstream side. This
supports the reliability of the NHBVP component («¢) in the total
temperature and motivates its implementation for simulating the
thermal conditions beneath large-scale urban areas as exemplified
in Bayer et al. [56].

In contrast, the calculated TDPs in Fig. 4b correspond to the
point P2 located in an area influenced by multiple surface effects,
groundwater flow and the cold plume generated by the BHE. This
is properly reproduced. The highest differences between the ana-
lytical and numerical models are observed close to the BHE. This
is plausible since the singularities associated to the analytical solu-
tion cannot be properly represented in a numerical model. Finally,

Table 4
Superposing conceptual models (Fig. 1) according to the set-up shown in Fig. 2.

Land use Effective T BHE heat extraction
type (area) in Eq. (10) rate in Eq. (5)
Asphalt (160 x 100) m®>  T(asphalt) — Ts(grass) g=-30Wm™'

Building 1 (80 x 40) m?
Building 2 (50 x 35) m?
Bare soil (80 x 30) m?

Ts(building) — Ts(asphalt) 0
Ts(building) — Ts(aspahlt) 0
Ts(bare soil) — Ts(asphalt) 0

Fig. 4c depicts the calculated ground surface temperature (GST) at
point P2 together with its surface air temperature (SAT for asphalt
according to Fig. 2). The clear difference between GST and SAT is
induced by the coupling coefficient h.

3.2. Effect of the boundary formulations on ground surface
temperature (GST) and thermal plumes of BHES

The analysis described in [48] demonstrated that the imple-
mentation of Cauchy-type BCs, instead of simpler Dirichlet-type
conditions, offers a better characterization of the in-situ thermal
conditions near to the ground surface. The most notorious discrep-
ancies are expected at the ground surface, where Dirichlet-type
BCs do not reproduce the thermal interaction of the BHE with
the above-ground medium. In the following, these discrepancies
between both boundary formulations in case of a nonhomoge-
neous land use are quantified.

For keeping the analysis focused, we exclusively study the con-
ceptual model depicted in Fig. 1 and examine the effect of param-
eter variations. The properties of the porous medium are taken
from the model set-up analyzed in the previous section (Table 3).
In this reference scenario, the BHE has a length of H=100 m and
a heat extraction rate of g = —30 W m~'. The Darcy velocity is set
to D=4 x 107" m/s (representing a seepage velocity of around
50 m/y), and the reference coupling coefficient is h=0.5m'.
These magnitudes are the same as those discussed in [48] and
define the reference dimensionless numbers as Pe = 70 and Hj, = 50.

For the temperature of the above-ground medium (red rectan-
gle in Fig. 1), it is assumed T,(t) =Ts; =1°C, so that unitary-
based conclusions can be derived. For the compared analytical
model based on Dirichlet-type BCs, T is the assumed prescribed
temperature at the ground surface. In both cases, this temperature
is applied to a square area on top with length equal to H.

The presented set of equations for either Dirichlet- or Cauchy-
type BCs can provide the transient GST distribution given the set-
tings of the conceptual model. However, to simplify the analysis,
only steady-state conditions are considered. In fact, this state is
reached relatively fast at the ground surface, and the GST behaves
monotonically with time until steady-state is reached [48]. For this
state, the dimensionless ground surface temperature (for Cauchy-
type 6c and for Dirichlet-type 6p) along the x direction is shown
in Fig. 5. This is also the direction of groundwater flow. As indi-
cated in the conceptual model (Fig. 1), the BHE is located at x = 0.

(°C

Building 1
Ple
0
20 .
40 -
60 -
oy
50 \\ 50

o]

Fig. 3. Temperature distribution after 20 years obtained with the analytical model
for the scenario shown in Fig. 2. The BHE is located at (x,y) = (0,0) and groundwater
flows along the positive x direction.
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Fig. 5. Dimensionless steady state GST for the conceptual model shown in Fig. 1. Dirichlet- (0p) and Cauchy-type (0c) BCs are compared changing (a) Hy, via the coupling
coefficient h, and (b) Q; = % via the heat extraction rate q. The BHE is located at x =0 m.

In Fig. 5a, the effect of the dimensionless group Hj is analyzed.
Obviously, this number only influences 0, since 0p assumes a pre-
scribed GST. Besides the reference Hj = 50, the curves for H, =10
and Hy, =100 are calculated representing a higher insulating effect
and a higher coupling behavior at the ground surface, respectively.
Fig. 5a shows the trade-off between the two crucial parameters for
computing the GST, g and T;. Close to the origin, the contribution
by q is dominant, while the influence from T, overprints the ther-
mal sink in more distant areas. Groundwater flow yields an asym-
metric temperature field with higher temperatures than the initial
value downstream of the top plane (X =x/H > 0.5). This feature,
however, is not seen upstream of the same plane (X < —0.5). As

expected, for higher Hy values, the curves of 0. converge to the
one for 0p, which corroborates the general relationship between
Cauchy- and Dirichlet-type BCs at the ground surface.

In Fig. 5b, the strengths of both g and T are directly compared.
For this, the dimensionless number Q; = % is considered. In the

reference scenario with g=—-30Wm™"! and T, = 1 °C, its magni-
tude is Q; = —12.44. For the two compared further scenarios we
have Q; = —6.22 and Q; = —24.87, corresponding to extraction
rates of —15 and —60 W m™!, respectively. As revealed by Fig. 5b,
changing Q via the value of g only affects the downstream branch
of the curves, since groundwater flow prevents upstream migra-
tion of the cold thermal plume. The observed lower ground surface
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Fig. 6. Dimensionless steady state temperature in the vertical plane X-Z for the conceptual model shown in Fig. 1. Dirichlet- (6p) and Cauchy-type (6¢) BCs are compared in (a)
the reference scenario (RS) with H, =50, Pe =70 and Q; = —12.44, (b) RS with Pe =0, (¢) RS with Q; = —24.87, and (d) RS with Hj, = 10. The BHE is located at x = 0.

temperatures for higher Q; is a self-explaining feature, but it is
worth mentioning the relatively low sensitivity of the GST to
changes in g when compared with changes in h (Fig. 5a).

In Fig. 6 the effect of the two boundary formulations are com-
pared in the vertical profile. In order to highlight the model differ-
ences, steady-state conditions are assumed again and only the
uppermost part of the domain is shown (Z=z/H < 0.35).

In Fig. 6a, the result for the reference scenario (RS) is shown. In
general, discrepancies between boundary formulations diminish
with depth and close to the BHE where the strength of the line
source overprints boundary effects. Rivera et al. [29] demonstrated
that permanent changes in GST by urbanization effects can poten-
tially influence thermal plumes in BHEs. Depending on the timing
and strength of the GST signal, this influence can be seen even at
the borehole toe. This analysis, however, was based on a model
with prescribed GST. By changing the boundary formulation,
Fig. 6a indicates that, when SAT is taken as surrogate of GST, the
penetration of the thermal signal on top may be overestimated.
The lower penetration of this signal downstream of the BHE indi-
cates again the interaction between groundwater flow, heat extrac-
tion g, and ground surface heat flux controlled by T;. It is important
to bear in mind that the maximum downwards range of the signal
on top (here up to Z=0.15) is computed here for Ty(t) = T; = 1 °C.
In urban environments, T, can be (locally) several degrees above
the mean background temperature T,, for instance due to
increased GST associated with paved streets and buildings
[11,12,57]. Therefore, the penetration depth in cities can be much
more significant.

In Fig. 6b, the thermal plumes are calculated for conditions
without groundwater flow. Here the simulated discrepancies are
enhanced, especially close to the top boundary. Also the penetra-
tion depth of the top signal is slightly deeper. Similar relationships
were observed in [48]. At depths were the BHE becomes dominant,
discrepancies are lower in the vicinity of the heat exchanger. In
Fig. 6¢, the value of Q; is doubled by considering g = —60 Wm™'.
Upstream, there are no differences when compared to the refer-
ence scenario. Downstream, discrepancies are amplified but not
at the most shallow zone. In this case, the region with appreciable

differences is most extended downstream due to the higher heat
extraction rate. This stronger rate also mitigates the influence from
the top signal.

In Fig. 6d, the effect of Hy, is analyzed. Compared with the refer-
ence Hy, =50 in Fig. 6a, a higher insulating effect at the ground sur-
face with H, =10 is simulated. The higher degree of decoupling
enhances the discrepancies between both models. In contrast to
Fig. 6a, these discrepancies are now visible in the entire domain,
however most notoriously close to the top boundary and far from
the BHE.

3.3. Effect of the boundary formulations on vertical heat fluxes through
the ground surface

For the same model set-up described in the previous section,
Fig. 7 depicts the normalized vertical heat fluxes through the
ground surface and along the x-direction (which equals the
groundwater flow direction). Negative fluxes indicate heat flow
into the ground.

In all plots of Fig. 7, the two dimensionless components (i.e. F¢;
and F¢,) of the total heat flux of the analytical solution based on
Cauchy-type BC (Eq. (17)) are shown on the left axes. The absolute
difference (for both flux components) to the solutions based on
Dirichlet-type BC (Eq. (25)) is given on the right axes.

In Fig. 7a, the dimensionless fluxes for the reference scenario
are shown. Looking first at the fluxes for the NHBVP with
Cauchy-type BC (F¢,) and going from left to the right, an abrupt
heat flux input at X=-0.5 is seen, where T; changes from 0 to
1 °C. In the following, the fluxes decline, since the thermal gradient
is less pronounced close to the origin (where the BHE is located). At
X =x/H=0.5, again an abrupt heat outflow appears due to the
imposed condition of T, = 0 for X > 0.5. Groundwater keeps this
outflow of energy downstream until the system asymptotically
reaches the undisturbed condition. In the case of the HBVP (Fc;),
the maximum heat inflow is expected at the origin. Groundwater
flow considerably reduces the heat fluxes upstream of the
BHE', while it stimulates an extended heat input downstream.
Similar behavior was shown in [51] for BHEs simulated with
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normalizing factor is %
s

Dirichlet-type BCs. Fig. 7a also indicates that the magnitude (abso-

lute value) of vertical fluxes induced by an unitary T is mostly
higher than that induced by the BHE, except of in the range
0<X<0.5. On the right (blue') axis of Fig.7a, the comparison
between both boundary formulations indicates that discrepancies
are only appreciable in areas where extreme gradients exist. In these
areas, Dirichlet-based solutions, Fp; and Fp,,, have stronger magni-
tudes in absolute value since the boundary condition given by Eq.
(2) smoothens the fluxes by constraining the thermal gradient.

For completeness in this analysis, Fig. 7 also includes the sce-
narios where the Pe is set to zero (Fig. 7b) and the value of Q; is
doubled (Fig. 7c). In the first case, neglecting groundwater flow
leads to a symmetric flux distribution with outflow of heat
(upwards fluxes) outside of the square area on top (|X| > 0.5). In
the second case, doubling Q; (via q) only affects the homogeneous
solutions (Fc; and Fp;), as can be concluded from the higher fluxes
downstream when compared with the reference scenario. Keeping
this reference, since the homogeneous solutions for both boundary
formulations are linear with respect to g, there is no change in the
difference Fps; — Fcy. A more interesting scenario is depicted in
Fig. 7d, where the dimensionless number Hj, is changed. In line
with the previous analysis focused on the thermal plumes (Sec-
tion 3.2), a higher insulation effect with Hj, = 10 is considered. By
comparing with the reference scenario, in this case the heat fluxes
Fep and Fe,, are clearly reduced and their distributions strongly
smoothed. Consequently, the differences Fp; — Fcy and Fp,, — Feo,
associated with the right (blue) axis are enhanced.

1 For interpretation of color in Fig. 7, the reader is referred to the web version of
this article.

3.4. Effect of the boundary formulations on power supplied through
the ground surface

Hitherto, the analysis has been focused on the spatial variability
of thermal plumes and heat fluxes while changing key parameters
in the model. Yet, their temporal variability was not scrutinized in
order to simplify the analysis, and therefore steady-state condi-
tions were assumed. For the following total power analysis, how-
ever, the focus is the temporal dynamics, since this power is
spatially independent for each land use. The total power is esti-
mated by direct integration of the heat fluxes as described by Eq.
(18) for the solution assuming Cauchy-type BC, and Eq. (28) if
Dirichlet-type BCs are implemented. As noted above, these equa-
tions are not valid at z= 0. However, the power supplied through
the ground surface can be estimated taking a sufficiently small
value for z, and thus simulating the conditions close to the ground
surface.

One of the main characteristics of the equations for power esti-
mation is that they are insensitive to groundwater flow. This inde-
pendency of the overall power on the Pe number is due to the
crucial assumptions of the moving source method as discussed in
[51]. This insensitivity means that the groundwater flow only
shapes the vertical fluxes (as shown in Fig. 7a and b), but the over-
all power remains the same as in conduction-dominating condi-
tions. In other words, areas below the curves in Fig. 7a and b, are
the same regardless of the value of Pe.

To characterize this power, the same working scenario is dis-
cussed as in the previous sections. For the line source-based solu-
tions (HBVP), [48,51] discuss in detail the power dynamics. Hence,
the focus here is set on the Pc, component. Fig. 8 depicts these
power magnitudes in dimensionless time Fo, for the reference
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Dimensionless Power

Fig. 8. Dimensionless power for the conceptual model shown in Fig. 1. Power
contributions obtained by the nonhomogeneous (Pc,) and homogenous (Pcy)
solutions are identified for different values of Hj,. The normalizing factor is ﬁ

scenario with Q; = —12.44. The red lines correspond to the NHBVP
solution Pc,(z = 0,t) (Eq. (20)) and the blue lines to the HBVP
Pcp(z = 0,t) (Eq. (19)). For each case, a set of curves is shown vary-
ing Hj, from 10 to infinite including the reference H,, = 50. As previ-
ously, we set Ts(t) =T; = 1°C, T, = 0°C and g = =30 W m~ . This
means that the calculated power represents energy input to the
ground. Here, it is also worth mentioning that, due to the spatial
changes in T, some areas experience outflow of energy as indi-
cated by the positive heat fluxes in Fig. 7. Thus, the magnitudes
shown in Fig. 8 represent the net power effect, since P, is based
on flux integration over the entire ground surface.

The Fo numbers shown in Fig. 8 span a time window of 60 years
of BHE application for the reference scenario (H= 100 m). In the
beginning, the energy input from the finite plane on top (i.e. Pcy)
is higher than the one stimulated by BHE operation (i.e. Pc;). At this
stage, the condition of Ty = 1 °C creates a thermal gradient close to
the ground that triggers this relatively high heat input. During the
course of BHE operation, thermal equilibrium is reached leading to
a systematic reduction of the difference between GST and T;. This,
in turn, restricts the power input and explains the decline of P¢,,. At
relatively late times, P¢,, also becomes insensitive to changes in Hy,
and both boundary formulations asymptotically converge. For P,
this insensitivity is reached after a longer dimensionless time
window.

Power (KW)
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The total power P¢r is the superposition of Pc,, and Pc;. Accord-
ing to Fig. 8, a minimum of Pcy is expected at around Fo = 0.04. This
point in time, however, also depends on the magnitudes of Q; and
Hp, the difference in timing between changes in land use, and the
starting of operating the BHE. In the long run, the total power is
driven by its homogenous component Pc;, which is in accordance
with [48,51]. Another conclusion from Fig. 8 is, that taking for
instance SAT as surrogate of GST might lead to an overestimation
of the energy input to the ground. This is comparable with the dee-
per penetration of the signal on top when assuming Dirichlet-type
BCs (i.e. H = o) as discussed in Fig. 6.

The additivity of the analytical models for solving set-ups such
as the one described in the numerical verification (Fig. 2) enables
to estimate transient power supply from different sources through
the ground surface. Fig. 9 shows the power (Fig. 9a) and its associ-
ated energy (Fig. 9b) for a time window of 60 years. For the BHE,
also the power extracted from the reservoir is shown (BHE-Re).
This power is calculated just by subtracting the power P¢; from
the total demand q-H. The figure indicates that the energy individ-
ually provided by any of the buildings and from the asphalted
ground can supply the energy taken from the reservoir during
BHE operation. Moreover, the total energy input due to the overall
land use change can feed several BHEs of same type. This is of
course a theoretical evaluation of the geothermal potential,
because the spatiotemporal distribution of the energy associated
with land use changes is not necessarily connected with temporal
changes of the thermal catchment volume around a BHE in the
ground. Following this procedure, however, it would be possible
to estimate the transient energy input from any densely urbanized
area where timing, type and geometry of different land uses is
known.

4. Conclusions

In this work, a new (semi-)analytical solution for simulating the
effect of above-ground temperatures on thermal plumes of BHEs is
introduced. The applicability of the equation is scrutinized by
means of a conceptual model that incorporates the spatial and
temporal variability of surface (or indoor) temperatures as typical
for urban environments. The boundary condition at the ground
surface is formulated as Cauchy-type and by this, the heat fluxes
are conditioned by the difference between the calculated ground
surface temperature and a given above-ground temperature field.
The presented model represents a solution to the nonhomoge-
neous boundary-value problem that can handle variability of land
use types and associated ground heat fluxes. It is successfully ver-
ified with a numerical heat transport model.
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Fig. 9. Power (a) and cumulative energy (b) supplied through the ground surface for the set-up shown in Fig. 2. For the BHE, the power supplied by reservoir depletion (BHE-

RE) and through the ground surface (BHE-BC) are identified.
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The presented dimensionless analysis of the simulated ground
thermal regime reveals the capability of the new solution to more
realistically capture the near-surface thermal interaction between
BHEs, surface air temperature, different land use types, and
groundwater flow. It is demonstrated that taking an above-
ground temperature field as an approximation of the ground sur-
face temperature field may lead to an overestimation of these ther-
mal effects in the ground. This is especially the case when
horizontal groundwater flow is absent. When groundwater flow
is included, the heat extraction rate q of the BHE restricts the pen-
etration of the ground surface thermal signal on the downstream
side of the thermal plume. In general, even if ground heat flux is
accounted for, the extraction rate represents the most important
parameter in areas close to the BHE and at greater depth. If we dis-
tinguish regions in the ground based on the processes dominant for
the thermal regime, these regions strongly depend on the decou-
pling degree and strength of the temperature fields interacting at
the ground surface.

The analysis of ground vertical heat fluxes reveals that, besides
the singularity associated with the position of the BHE, additional
maxima or minima are expected at locations of land use change. In
comparison to simulation with Dirichlet-type BCs, the formulation
with Cauchy-type BCs introduces a smoothing effect on ground
heat fluxes. This leads to a lower power input from the ground sur-
face during the simulated time. The computed evolution of power
input in the ground exhibits a divergent behavior in the magni-
tudes induced by the operation of the BHE (homogenous
boundary-value problem) and the ones generated by ground sur-
face effects. While the former increases with time, the latter
decreases and this yields a minimum in the transient trend of total
power. The time, at which this minimum occurs, depends on speci-
fic properties of the analyzed system.

As demonstrated by the synthetic study cases of this work, the
superposition principle can be invoked to model complex settings
in an efficient manner. This can be applied to field cases of any
scale, such as local regimes around single BHEs, beneath residential
districts or even cities. The presented procedure is also applicable
to estimate the ground-surface power supply, for instance to esti-
mate the theoretical and technical shallow geothermal energy
potential in the ground [58].
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Appendix A

Substituting Eq. (1) in Eq. (3) for z =0 we have:

t
wc(x,x’,t):ah/ //Ts(x’7y’,7:)~Gdy’dx’dr
o Jx Jy
t 2 22
:ah/ //Ts(x/,y’,ﬂ:) 3exp{— }
o Jxly 8lan(t — 1)) 4a(t—1)

+h\/—}

h
dan(t—1) L /a(t — 1)
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For the conceptual model shown in Fig. 1, we assume that the
temperature Ts(x',)’, t) has the following seasonal form:

Ty(t) :Ts—s—TsA{cos {2n<é+s>” (A2)

with mean temperature T, amplitude Ty, period t, and phase shift
s. For this case, Eq. (A1) can be written as:
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The integrals over x and y' can be directly evaluated
yielding:

_h s 5
a /T { aan(t )Fex

n(t — 1) P {7 4‘1(?2— T)}

+h\/t—]

v-y)
Aa( - )}dydr (A3)

P {‘ 4a<fz— rJ

4anh 7 {Nt—*W—]

x explhz + ah®(t — r)}}an(t -1)
<Jer (e 2s) - (s

et () o (aae ) (hg)

An uniform groundwater flow velocity field » can be incorpo-
rated by changing X = x — v(t — 7). Furthermore, with the change

of variable ¢ = zf—; and the substitutions:

A(x, @) = [erf(% \/5,5) B erf(% \/5)]

" H
Jer (e avs) - vz
(AS)
A6
o(z,¢) = \/‘ +5—= \/— (A6)
Pz @) =zh+ @2
’ 4¢
the Eq. (A4) becomes Eq. (10).
Appendix B
For P¢.,(z = 0,t) from Eq. (18) we have:
Pew(z =0, 1) = //fc(u(z ~0,¢) - dxdy (B1)

Since f,(z=0,t) is given in Eq. (1
tions (A5) and (A6)) we have:

6) (including the substitu-
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Eq. (B2) could be reorganized as follows:
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The improper integrals over x and y in Eq. (B3) are evaluated as
follows:
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(B5)
Substituting Egs. (B4) and (B5) in Eq. (B3), we obtain the Eq.
(20).
Appendix C

With the dimensionless numbers identified in Eq. (29), the
following are the normalized forms of relevant equations:

Equation in Dimensionless form New
the main text equation id.
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(continued on next page)
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Appendix C (continued)

Equation in Dimensionless form

the main text

New
equation id.
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