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A B S T R A C T

Uncontrolled heat extraction by multiple interacting borehole heat exchangers (BHEs) in high-density energy-use
districts can lead to undesirable thermal conditions in the subsurface which can affect both system performance
and regulatory compliance. The difficulty in controlling heat extraction arises in particular from predictive
uncertainties, such as when forecasting trends in energy demand or groundwater flow. In this study, a combined
simulation-calibration-optimization framework is introduced to consider BHE fields with the presence of a
transient groundwater flow regime. In the first part, a semi-analytical modeling technique is proposed based on
temporal superpositioning of variable flow conditions. Two synthetic case studies verify its accuracy under
different groundwater fluctuation patterns. The mean absolute error of the proposed model in comparison to
numerical calculation does not exceed 0.18 K over ten years of operation. In the second part, the model is
augmented by a parameter estimation algorithm that is employed for continuous model updating. The benefit of
resolving transient flow conditions is demonstrated by using this approach for monthly optimization of indi-
vidual BHE heat extraction. The result of dynamic optimization compared to a synthetic case without calibration
shows a 10 % lower imposed temperature change in the subsurface.

Nomenclature

c Specific heat capacity (Jkg-1K-1)
e→ All-ones vector
H Characteristic length (m)
k Counter index for the number of BHEs
l Counter index for the number of time steps
L Length of borehole (m)
m Counter index for optimization time steps
n Porosity (− )
NBHE Number of BHEs
Nt Number of time steps
Ntopt Number of optimization time steps
q Heat extraction/injection rate (Wm-1)
r Horizontal distance to the BHE axis (m)
S Field domain
t Time (s)
T Temperature (K)
u Specific discharge (ms-1)
va Seepage velocity (ms-1)
vhc Volumetric heat capacity (Jm-3K-1)

(continued on next column)

(continued )

w Weighting factor (− )
x Coordinate in x-direction (m)
y Coordinate in y-direction (m)
z Coordinate in z-direction (m)
z Auxiliary variable
α Thermal diffusivity (m-2s-1)
ΔT Temperature change (K)
λ Thermal conductivity (Wm-1K-1)
ρ Density (kg m-3)
υT Heat transport velocity (ms-1)
ω Thermal response coefficient (− )
Subscripts for material properties
m Medium
s Solid
w Water

1. Introduction

In recent decades, shallow geothermal systems have arisen as a
promising solution for meeting energy needs in the heating and cooling
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of buildings [1]. Interest in these systems is driven by the pursuit of an
energy transition and the impetus to reduce carbon emissions. Due to the
relatively constant temperatures of the ground, sustainable heating and
cooling is achieved by extracting and injecting heat through a heat
carrier fluid within borehole heat exchangers (BHEs) coupled with
ground source heat pumps (GSHP) [2]. Even though BHEs are the
cornerstone of shallow geothermal systems, their optimal performance
depends on various factors, including the often overlooked dynamic
hydrogeological conditions of the subsurface. Beyond considering en-
gineering and mechanical aspects, a detailed insight into the thermal
properties of the subsurface is crucial for the reliable design of these
systems. To this end, thermal response tests (TRTs) are the standard
procedure to thermally characterize the subsurface that is the target for
installation of single or multiple BHE fields. Here, a controlled thermal
load is imposed and the subsequent temperature response of the sub-
surface is measured [3,4]. The main limitation of TRTs is their
short-term nature and they are mainly carried out during the design
phase. While TRTs provide valuable initial characteristics of a field
including groundwater flow (GWF) effects, they cannot capture the
long-term transient behavior of the subsurface thermal regime. This is
due to dynamic factors and uncertainties such as seasonal variations [5],
long-term climatic changes [6], heterogeneity [7–11], and transient
hydrogeological conditions of the subsurface [12], which can pro-
foundly affect the performance of operating BHE fields in practice [13,
14].

The role of hydrogeological conditions in a field with operating BHEs
has been examined in various studies as they affect the governing heat
transfer mechanism in the subsurface [15,16]. For example, Ma et al.
[17], in a system of BHEs coupled with pumping-injection well, inves-
tigated the role of groundwater-forced seepage on the thermal perfor-
mance of BHEs. The impact of tidal-induced GWF on the heat exchange
rate of a BHE was evaluated by Moreira et al. [18]. He et al. [19], by
creating a numerical model in combination with a physical sandbox
experiment, studied various BHE configurations to optimize the opera-
tion in the presence of GWF. Deng et al. [20] investigated the consid-
eration of thermal imbalance in BHEs during operating periods in areas
with strong seasonal groundwater fluctuations. The underlying rationale
was that the accumulated heat can be balanced by the use of ground-
water heat in the other seasons, thus achieving a year-round thermal
balance. In a laboratory seepage box supported by a numerical model, Li
et al. [21] attempted to determine the role of GWF on the heat exchange
of a BHE in a layered geological setting with saturated and unsaturated
zones.

Most studies focused on investigating the role of GWF in the per-
formance of BHEs. This emphasis stems from the constraints imposed by
economic considerations and legislation, as significant changes in sub-
surface thermal conditions of groundwater bodies are often restricted
[22,23]. As the thermal processes in the subsurface are generally
gradual and slow, uncontrolled energy extraction can lead to irrevers-
ible and potentially critical thermal anomalies. Short-term thermal im-
balances directly affect the performance of heat pumps, while rectifying
these anomalies in the long term poses a significant hurdle and can lead
to environmental and technical complications that may call into ques-
tion the feasibility of continued operation. As a remedy, various opti-
mization methods have been developed to systemically distribute the
heating/cooling demand among individual BHEs in a field. Beck et al.
[24,25] pioneered mathematical optimization of BHE fields, aiming to
minimize temperature anomalies by tuning individual loads, thus
addressing both ecological and economic concerns. Bayer et al. [26]
followed the same optimization concept and suggested identifying
inefficient BHEs and decommissioning them to enhance the overall
performance of the field. In further work, Hecht-Mendez et al. [27] in-
tegrated GWF into the combined simulation-optimization framework.

Aside from these earlier works, multiple efforts were undertaken to
mathematically fine-tune the spacing, placement, length, and number of
BHEs in fields with fixed energy demand [28–32]. However, these
optimization procedures primarily target minimizing capital costs and
achieving economic efficiency by optimizing the design parameters and
not the operational parameters. These procedures rely entirely on
deterministic models in a commonly static manner. Static means that the
modeling tool does not take into account naturally variable or uncertain
future thermal states of the ground and optimal solutions are fully based
on the initial prediction. However, the thermal evolution in the sub-
surface for several decades, given the wide array of complexities in the
ground, and the ramifications of initial uncertainties, can hardly be
predicted.

To increase the applicability of optimization algorithms for real-
world cases, it is advantageous to use dynamic optimal control strate-
gies. The underlying idea of most optimal control strategies is centered
on model simulation and retrieving feedback from the real system in a
given time horizon [33,34]. In these algorithms, by monitoring mea-
surements and using the deviation between the measurements and the
simulations, the model input parameters are adjusted and consequently,
new optimized parameters are provided [35–37]. Although advanced
control algorithms have been employed for geothermal systems
[38–40], the applied predictive models are highly simplified and typi-
cally cannot accurately reproduce the thermal dynamics of the subsur-
face [41]. For instance, Soltan Mohammadi et al. [42,43] extended the
optimization of load balancing in a BHE field in a sequential fashion to
account for subsurface and energy demand uncertainties. However,
advective heat transfer was not considered, the model parameters were
not calibrated, and the uncertainty in the subsurface thermal response
was not addressed from a physics-based perspective.

To make this approach more robust, the novel strategy in this work is
to revisit the optimization process systematically at a certain frequency,
and to update the proposals for the next months’ load patterns by cali-
brating the model parameter based on the measured thermal history of
the field. However, the frequency of model calibration can differ from
the temporal resolution of the optimal load proposals. In this study, the
learning potential of iterative simulation-optimization for management
of a BHE field with transient hydrogeological conditions during the
operation is investigated. The general proposed approach is to re-
perform the optimization after a certain period of operation, here on a
monthly basis, and to take the measured thermal state of the ground as
the new initial condition for the simulation of the upcoming months. By
sequentially minimizing the maximum temperature variations arising
from the operation of the BHEs, it is intended to impede local decline of
the underground temperatures. The key idea is to mitigate extreme
cooling by switching the allocated energy demand from the most critical
BHEs to the ones that are theoretically less prone to local cool-downs
based on the simulated results of a predictive model.

For testing and demonstration, we investigate scenarios in which the
subsurface thermal conditions change due to the natural dynamics of
GWF. For this, in Section 2.1 the moving finite line source (MFLS) is
formulated to include transient GWF conditions. All details about the
integration of this model in a sequential optimization-calibration pro-
cess are described in Section 2.2. The configuration of the BHEs, the
model parameters, and the groundwater fluctuation patterns in different
scenarios are presented in Section 2.3. In Sections 3.1 and 3.2, numerical
models are developed and employed to verify the accuracy of the pro-
posed formulation of the analytical model for a single BHE and a BHE
field, respectively. The results of optimized load patterns for the BHE
field and the calibration are presented in Section 3.3. Section 4 con-
cludes the current work with an outlook on future studies.

H. Soltan Mohammadi et al.
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2. Methodology

2.1. Simulation of a borehole heat exchanger field

The spatial and temporal evolution of the temperature distribution in
the subsurface due to the operation of a BHE system in an aquifer can be
estimated by a semi-analytical solution, the so-called moving finite line-
source (MFLS) model [44,45]:

This assumes that heat is distributed through both conduction and
advection via GWF in a homogeneous subsurface with an isotropic
thermal conductivity. The properties of the porous media do not depend
on the temperature. Further assumptions are that the subsurface is
initially at thermal equilibrium conditions, that the surface temperature

is constant, and that the heat is extracted at a constant rate over the BHE
length. In Equation (1), ΔT = T∞ − T refers to the temperature change
with regard to the undisturbed temperature T∞. L denotes the borehole
length, λ is the thermal conductivity, α is the thermal diffusivity, and r
signifies the distance to the BHE axis x, y, and the vertical axis of a

borehole (z − ź ), calculated as r =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

x2 + y2 + (z − ź )
2

√

. It is important
to emphasize that the MFLS solution provides temperature at specific
distance and depth, denoted by r and z, respectively, and should not be
regarded as a fully resolved 3D solution. q stands for the heat injection/
extraction per length of the BHE, with a positive value indicating heat
extraction, u is the specific discharge, va is the seepage velocity and υT is
the effective heat transport velocity determined by the following
equations:

vhcs = csρs (2)

vhcw = cwρw (3)

vhcm = (1 − n) × vhcs + n × vhcw (4)

va = u/n (5)

υT = va × n × vhcw/vhcm (6)

The superposition principle can be applied to account for a set of
boreholes k = 1,…,NBHE at locations (xk,yk), a temporal variation of the

load as a series of l = 1,…,Nt load pulses q→ =
(
q1,1,…, qNBHE ,1,…, q1,Nt ,

…, qNBHE ,Nt
)T for each borehole and each time step, and a velocity υT,l,

that changes in each time step l [24,27]. This results in determining the
temperature variation at any given location relative to a borehole,
denoted as xi, yj, and at a specific time t:

ΔT̅→
(
q→, xi, yj, z, t

)
=
∑Nt

l=1

∑NBHE

k=1

qk,lωk,l
(
xi, yj, z, t

)
(7)

with the response coefficient:

In Equations (7) and (8), the time steps are calculated as Δtl− 1 = t − tl− 1
and Δtl = t − tl, where t is the current time t ≥ tl [24–26,46–48]. Due to
the assumption of temperature-independent parameters, the tempera-
ture distribution can be formulated as a linear problem according to:

ΔT̅→
(
q→, xi, yj, t, υT,l

)
= ω→

(
xi, yj, t, υT,l

)
q→ (9)

with ω→ =
(
ω1,1,…,ωNBHE ,1,…,ω1,Nt ,…,ωNBHE ,Nt

)
. As an initial condition,

ΔT̅→
(
q→, xi, yj, t0

)
= 0 holds for t0 = 0.

Due to the simplifying assumptions of MFLS, the absolute tempera-
tures simulated by this model may not fully represent the exact thermal
conditions in the subsurface [49]. However, it can approximate the
relative thermal states around BHEs accurately [16,50]. Since the pro-
posed optimization approach does not depend on absolute temperature
simulations, MFLS is used as a fast proxy to estimate the effects of
groundwater flow in a field with multiple active BHEs. This allows for
assessing the contribution of each BHE in providing the heating/cooling
demands in an iterative optimization framework.

2.2. Optimization-calibration procedure

The underlying optimization strategy is derived from the approach
originally developed by de Paly et al. [46]. Mathematically, the pro-
posed approach involves determining the position of the BHE within a
field domain xi, yj ∈ S at which the highest temperature change occurs.

ΔT(q, x, y, z, t) =
q
2πλ exp

(υTx
2α

)(∫ L

0

1
4r

(

exp
(− υTr
2α

)
erfc

(
r − υTt
2
̅̅̅̅̅
αt

√

)

+ exp
(υTr
2α

)
erfc

(
r + υTt
2
̅̅̅̅̅
αt

√

))

dź

−

∫ 0

− L

1
4r

(

exp
(− υTr
2α

)
erfc

(
r − υTt
2
̅̅̅̅̅
αt

√

)

+ exp
(υTr
2α

)
erfc

(
r + υTt
2
̅̅̅̅̅
αt

√

))

dź
)

(1)

ωk,l
(
xi, yj, z, t, υT,l

)
=

1
2πλ exp

(υT,l− 1x
2α

)(∫ L

0

1
4r

(

exp
(− υT,l− 1r

2α

)
erfc

(
r − υT,l− 1Δtl− 1
2
̅̅̅̅̅̅̅̅̅̅̅̅̅
αΔtl− 1

√

)

+ exp
(υT,l− 1r

2α

)
erfc

(
r + υT,l− 1Δtl− 1
2
̅̅̅̅̅̅̅̅̅̅̅̅̅
αΔtl− 1

√

))

dź

−

∫ 0

− L

1
4r

(

exp
(− υT,l− 1r

2α

)
erfc

(
r − υT,l− 1Δtl− 1
2
̅̅̅̅̅̅̅̅̅̅̅̅̅
αΔtl− 1

√

)

+ exp
(υT,l− 1r

2α

)
erfc

(
r + υT,l− 1Δtl− 1
2
̅̅̅̅̅̅̅̅̅̅̅̅̅
αΔtl− 1

√

))

dź

−

∫ L

0

1
4r

(

exp
(− υT,lr
2α

)
erfc

(
r − υT,lΔtl
2
̅̅̅̅̅̅̅̅̅
αΔtl

√

)

+ exp
(υT,lr
2α

)
erfc

(
r + υT,lΔtl
2
̅̅̅̅̅̅̅̅̅
αΔtl

√

))

dź +

∫ 0

− L

1
4r

(

exp
(− υT,lr

2α

)
erfc

(
r − υT,lΔtl
2
̅̅̅̅̅̅̅̅̅
αΔtl

√

)

+ exp
(υT,lr
2α

)
erfc

(
r + υT,lΔtl
2
̅̅̅̅̅̅̅̅̅
αΔtl

√

))

dź
)

,

(8)
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Based on this, it reallocates the loads temporally and spatially to the
other available BHEs in order to minimize the weighted sum of the
maximum temperature changes over the operating time and the indi-
vidual time steps:

argmin

(

w ⋅max
(
ΔT̅→
(
q→, xi, yj, tNt

))
+
∑Nt

l=1

max
(
ΔT̅→
(
q→, xi, yj, tl

))
)

,

(10)

subject to the constraints:

El =
∑NBHE

k=1
qk,l ,

xi, yj ∈ S,

(11)

for all l = 1,…,Nt. Within the optimization framework, this constraint
serves as an essential criterion, ensuring the consistent fulfillment of
energy demands across all time steps. In Equation (10), priority is given
to the primary term to minimize temperature variance across the entire
temporal spectrum by applying a weighting factor of w = 100. The
original concept of tuning BHE loads is to divide the operating time into l
discrete intervals and derive an optimal transient heat load distribution
based solely on the initial conditions at time t0 (before the BHE field is
operated), which hereafter is referred to as “single-step optimization”.
This approach can only propose optimal patterns at the design stage
based on the initial thermal conditions of a field.

To enable a computationally efficient solution, the previously
defined objective function (Equation 10) is revised to facilitate posing
and solving the optimization problem as a linear one. This is accom-
plished by introducing virtual auxiliary variables z0 and z l.

min

(

w ⋅ z0 +
∑Nt

l=1
z l

)

, (12)

subject to the constraints

ΔT̅→
(
q→, xi, yj, tNt

)
− z0 e→ < 0,

− ΔT̅→
(
q→, xi, yj, tNt

)
− z0 e→ < 0,

ΔT̅→
(
q→, xi, yj, tl

)
− z l e→ < 0,

− ΔT̅→
(
q→, xi, yj, tl

)
− z l e→ < 0,

El =
∑NBHE

k=1
qk,l,

xi, yj ∈ S,

(13)

for all l = 1,…,Nt . e→ denotes the vector of ones with NBHE entries.
In the adaptive strategy, monthly deviations between the simulated

and measured temperatures form the basis for a new optimization and
the allocation of the new load patterns for the following months. The
adaptive optimization process is conducted iteratively over predefined

time intervals tm (m = 1,…,Ntopt). ΔT
̅→

meas

(
xi, yj, tm− 1

)
is considered as

the real-time monitored data in the field, and ΔT̅→
(
q→, xi, yj, tm− 1

)
is the

output of simulations based on the proposed MFLS model. Taking into
account the monthly measured temperature as an indicator of the actual
thermal conditions of the subsurface, a revised optimal load pattern, q→,
is computed for the individual BHEs at each time step. This approach is
implemented as an iterative loop for m = 1,…,Ntopt:

min

(

z0 +
∑Nt

l=m

wlz l

)

, (14)

subject to the constraints:

ΔT̅→
(
q→,xi,yj,tNt

)
− ΔT̅→

(
q→,xi,yj,tm− 1

)
− z0 e→< − ΔT̅→meas

(
xi,yj,tm− 1

)
,

− ΔT̅→
(
q→,xi,yj,tNt

)
+ΔT̅→

(
q→,xi,yj,tm− 1

)
− z0 e→<ΔT̅→meas

(
xi,yj,tm− 1

)
,

ΔT̅→
(
q→,xi,yj,tl

)
− ΔT̅→

(
q→,xi,yj,tm− 1

)
− wlz l e→< − ΔT̅→meas

(
xi,yj,tm− 1

)
,

− ΔT̅→
(
q→,xi,yj,tl

)
+ΔT̅→

(
q→,xi,yj,tm− 1

)
− wlz l e→<ΔT̅→meas

(
xi,yj,tm− 1

)
,

El =
∑NBHE

k=1

qk,l,

xi,yj ∈S,
(15)

for all l = m,…,Nt . In this iterative process, the simulated temperatures
are replaced by the measured temperatures, when they become avail-
able.

As a further modification, the first term of the objective function is
divided into two separate time windows: a short-term horizon (up-
coming 12 months) with higher significance (wl = 100) and a long-term
horizon (remaining time until the end of the operational lifetime) with
lower significance (wl = 1). Since the proposed optimization is an iter-
ative process, at some point all time steps will be considered as short-
time horizons with higher impact. The rationale for this is that due to
different and mostly unpredictable uncertainties in long-time horizons,
e.g., a few decades, it is better to consider the next year as the short-time
horizon, which merits a higher weight since its predictability is better.

In addition, the assumed model parameters will be updated simul-
taneously based on the measured data from all previous time steps. This
enables the algorithm not only to initiate the optimization from a correct
thermal state but also to learn about the evolution of time-varying pa-
rameters that could be the cause of the deviations between the mea-
surements and the simulations, thereby avoiding accumulation of errors.
This proposed simulation-optimization-calibration procedure is referred
to hereafter as “sequential optimization”.

To consider the effects of GWF on optimal BHE load patterns and
system performance, this study assumes that the only model parameter
that varies is the GWF velocity. Therefore, in the example cases, un-
known GWF evolution during the course of BHE field operation is the
only cause of uncertainty in the subsurface temperatures. To calibrate
the GWF velocity, the problem is mathematically formulated as
nonlinear least squares minimization. The discrepancy between the
measured and simulated temperature is considered as an argument for
the objective function. The Trust-Region-Reflective algorithm, imple-
mented in MATLAB as an optimization technique, is employed to solve
this problem. In this method, the optimization variables are iteratively
adjusted within a trust region, i.e., a local region around the current
solution. This algorithm effectively balances local and global informa-
tion to navigate efficiently through the optimization domain, making it
robust for dealing with nonlinear constraints and boundary conditions
on the optimization variables. By adaptively updating the size of the
confidence region and the model parameter, the algorithm converges to
a local minimum of the objective function and provides a solution to the
parameter estimation problem [51].

In the proposed adaptive framework, the temporal resolution of
calibration and optimization does not necessarily have to be identical.
However, in this work, it is assumed that at the end of each month, the
optimal load patterns are modified and proposed for the remaining
months. Since it is presumed that monitoring takes place at the end of
each month as well, the model is also calibrated on a monthly basis.
Therefore, in this study, both the iteration of the optimization and the
calibration have a length of one month. To start the optimization, the
initial estimate of GWF velocity is assumed to be correct for the first

H. Soltan Mohammadi et al.



Renewable Energy 234 (2024) 121060

5

month based on the site characterization measurements before the field
is commissioned. From the second month onwards, once no more true
information is available to revise the model parameters, model cali-
bration makes sense. In calibration calculations, the previous month’s
GWF velocity is used as the initial guess. This serves as the best rough
estimate. By minimizing the calibration function, a new GWF is deter-
mined and used as the input for the simulation and optimal proposals of
the next months. The flowchart of the proposed method is shown in
Fig. 1.

2.3. Model set-up

In this study, two scenarios of BHEs are considered; one is a single
BHE, and the other is an array of ten BHEs with a spacing of 10 m. As
depicted in Fig. 2a and c, the BHEs are located in an area with a length of
200 m in each direction to reduce the influence of the model domain and
boundary conditions on the results. Apart from conductive heat transfer,
advective heat transport due to GWF also contributes to the evolution of
the thermal regime of the subsurface. Therefore, it is required to
consider a distance of 10 m between the BHEs in order not to violate any
of the underlying thermal equilibrium assumptions of the MFLS model
and to avert extreme thermal influences of neighboring BHEs [27,52].
Fig. 2b and d illustrate the GFW direction as well as the top view of the
lattice arrangement of the BHEs. Here, BHE numbers are also intro-
duced, which will be used in the following to refer to each particular
BHE. All required materials and physical properties of the subsurface
and the BHEs used for the MFLS and numerical models are given in
Table 1.

For each BHE configuration, a monthly heating demand profile for
the considered BHE fields is presented in Fig. 3. This pattern is repeated
for ten years of operation. The presented energy demand is estimated for
a BHE field with an annual operational duration of 1800 h. We assume a
specific heat extraction rate of 50 Wm− 1 with a monthly distribution for

Fig. 1. Conceptual flowchart of the proposed adaptive optimization of individual loads for BHEs in a field.

Fig. 2. Spatial 3D layout of a field with (a) one BHE and (c) multiple BHEs.
Subplots (b) and (d) depict groundwater flow direction and the top view of the
field with one BHE and multiple BHEs, respectively.

Table 1
Parameter specifications for case studies.

Parameter Value Unit

Length of borehole, L 100 m
Thermal conductivity, λ 2.42 W m− 1 K− 1

Thermal diffusivity, α 4.32× 10− 7 m2 s− 1

Specific heat capacity of solid, cs 1920 J kg− 1K− 1

Specific heat capacity of water, cw 4192 J kg− 1K− 1

Volumetric heat capacity, vhc 4819200 J m− 3 K− 1

Solid density, ρs 2650 kg m− 3

Fluid density (at 15 ◦C), ρw 1000 kg m− 3

Porosity, n 0.30 – Fig. 3. Monthly heat demand profile for both BHE fields.

H. Soltan Mohammadi et al.
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a field located in a site with Central European weather conditions, only
with heating application, and no energy demand in summer months. In
the considered scenario with multiple BHEs, the operation takes place in
parallel and each BHE is individually controllable.

To evaluate the impact of GWF, six different theoretical transient
GWF fluctuation patterns with monthly resolution are considered.
Different evolution patterns, including linear, nonlinear, and periodic
with increasing, decreasing, or noisy trends, are introduced to validate
the proposed rearrangement of the MFLS model (Equation 8). This in-
cludes transient GWF. All GWF patterns vary from 1× 10− 8 to 1×

10− 7 ms− 1, and they are presented in Fig. 4. In order to characterize the
relative dominance of advection to diffusion in the transport of heat in
the field, the Péclet number is defined as:

Pé=
vaρwcwH
λ

(16)

where the spacing of the BHEs is considered as the characteristic length
(H). The Péclet number varies in the range of 0.58–5.78, which repre-
sents groundwater flow velocities from low to high. These Péclet
numbers indicate a broad range of heat transfer mechanisms, from
scenarios where conduction dominates over advection (Pé < 1) to those
where advection is the dominant heat transfer mechanism (Pé > 1). To
evaluate transient heat transfer in the field, the Fourier number is

calculated as:

Fo=
αt
H2 (17)

The Fourier number for a characteristic time of ten years results in a
value of 1.36.

3. Results and discussion

3.1. Single borehole heat exchanger

This section investigates the accuracy of heat transfer simulations
using the proposed rearrangement of MFLS (Equations 7, 8 and 9). To
validate the results obtained from this semi-analytical solution, a nu-
merical model is employed. The numerical model is implemented using
the COMSOLMultiphysics software. Temperature changes are simulated
over ten years, recording the temperature change with a monthly reso-
lution, based on the monthly energy demand profile presented in Fig. 3.
Temperature changes are recorded at four measurement locations
(north, east, west, and south) around the BHE with a distance of 0.5 m
from the BHE, at a depth of 50m. The top surface of the numerical model
has a fixed temperature boundary condition, and all other model
boundaries are thermally insulated. A fixed temperature is applied

Fig. 4. Fluctuation in groundwater velocity over the ten years of operation
with (A) linearly decreasing, (B) linearly increasing, (C) non-linearly
decreasing, (D) non-linearly increasing, (E) periodic, and (F) periodically
decreasing pattern. Pattern (F) is the overlay of a nonlinear decreasing trend, a
periodic pattern, and a random noise.

Fig. 5. Single BHE temperature obtained at a depth of 50 m for the ground-
water flow patterns A–F (see Fig. 4).
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throughout the domain as the initial undisturbed ground temperature
for the model. The numerical model is carefully examined to ensure that
the domain is sufficiently large, preventing any undesired effects from
the boundaries due to thermal isolation. The BHEs are implemented as
line heat sources with constant heat extraction rates along their lengths.
To ensure the robustness of the approach, the temperature variations
under the six different GWF scenarios of Fig. 4 are considered. Fig. 5
illustrates the resulting temperature evolution corresponding to each
GWF pattern (A–F) over time. The color-coded circles in the figures
indicate the error between the results obtained from the semi-analytical
and numerical models. Further, the mean absolute error (MAE) of
temperature change is reported for each hydrogeological scenario. The
accuracy of the proposed formulation for a single BHE case among all six
GWF patterns is substantiated by an acceptable error level and the
replicated temperature trend, which mimics the trend of the numerical
results. Across all scenarios, the MAE is between 0.07 and 0.11 K.
Comparing patterns A–D indicates that decreasing GWF velocities lead
to a slightly lower error level than the increasing patterns, which can be
attributed to slower heat propagation with decreasing thermal gradi-
ents. This is consistent with the initial thermal equilibrium assumptions
made during the development of the semi-analytical model. Simulta-
neously, more fluctuating patterns (case E and F) still show a good
agreement between the semi-analytical and numerical models. The
magnitude of the error for this case is in the range of the measurement
error of standard monitoring devices and therefore considered accept-
able in practice.

3.2. Multiple borehole heat exchangers

In the previous section, the applicability and accuracy of the rear-
ranged MFLS model are validated against a numerical model for a single
BHE. However, since the optimization of BHE fields is the ultimate goal
of this study, the applicability of the proposed semi-analytical formu-
lation in an operational field with multiple BHEs needs to be verified.
For this purpose, a field with ten BHEs in operation with the layout as
shown in Fig. 2 is considered. To investigate the effects of transient
GWF, patterns C and F are selected for this case study (Fig. 4). Pattern C
is chosen because its nonlinear decreasing trend of GWF highlights the
importance of optimization-calibration. Without model parameter esti-
mation, the high GWF velocity at the beginning is considered for the
entire operational period. Therefore, local cooling is expected to be
naturally mitigated by the high-velocity heat transport, reducing the
need for optimization. However, if the hydrogeological regime changes
such that the GWF decreases, the incorrect proposed load patterns can
cause local thermal anomalies, if this information is not incorporated
into the model. Furthermore, Pattern F is also chosen since it exhibits
random fluctuations in addition to the decreasing tendency, which
further complicates the simulation.

A similar numerical model is employed to serve as a reference and
the accuracy of the temperature changes simulated with theMFLSmodel
is compared with it. The boundary conditions of the numerical model
are the same as those in the case of the single BHE. The temperatures are
compared at a depth of 50 m and at four points evenly distributed
around all individual BHEs at a distance of 0.5 m. As this is a symmet-
rical case, Fig. 6 only shows the temperature development of BHE #1,
#3, and #5 for both the numerical and the semi-analytical model over
ten years of operation. Similarly, the color within the circles corresponds
to the discrepancy between the two models. It should be noted that the
maximum MAE is slightly higher for the case with multiple BHEs
compared to a single BHE. Fig. 5 shows the MAE for the whole system
under six different GWF patterns, while Fig. 6 indicates the MAE at the
position of three BHEs and only for GWF patterns C and F. Therefore, the
MAE values in these figures should be carefully compared. To better
assess the error in each case study, the range of error for the case with
one BHE is reported as 0.29 K, whereas for multiple BHES, this is 0.56 K.
Despite the higher level of error, the results of the semi-analytical model

for the field with multiple BHEs are still encouraging, as the absolute
temperature change is also higher compared to the case with a single
BHE. In addition to comparing the absolute values of the models, the
evolution trend of the temperature change is also entirely consistent,
which is an essential factor for optimization. The results confirm that the
proposed restructured MFLS formulation can be adopted as a sound
proxy for integration into a combined simulation-optimization-
calibration framework for this BHEs configuration and the GWF
patterns.

3.3. Optimal load balancing

In this section, the results of the proposed optimal load pattern for
the case with ten BHEs assuming GWF pattern C are presented. The
superiority of the proposed adaptive method compared to the single-step
optimization approach for three selected time steps is shown in Fig. 7.
The size of the circles depicts the relative load distribution among the
BHEs in the field and the red circles show the position of the BHEs that
cause the maximum temperature change. The advantage of the proposed
method lies not only in the lower maximum temperature change, but
also in the repositioning of the critical BHEs, which affects the location
of the highest temperature change. Fig. 7 shows a modest improvement

Fig. 6. Temperature change profile (analytical vs. numerical) for BHEs #1, #3,
and #5 of the considered BHE field for groundwater flow velocity pattern C and
F (see Fig. 4) over 10 years of operation.
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manifested in a 10 % reduction in the imposed temperature change, but
it should be emphasized that both scenarios are subject to optimization,
and this slight improvement highlights the role of model parameter
estimation through the adaptive optimization strategy. It is also
important to recognize that this discrepancy increases with longer
operating time. The lack of calibration functionality in the initial case by
the single-step optimization, which assumes a steady and constant GWF
over the operating time, leads to a misinterpretation of the critical BHEs.
Essentially, the results highlight that the use of a data assimilation
strategy favors a more even load distribution within the BHE field and
mitigates the impact of GWF magnitude on the upstream BHEs.

The calibrated GWF values compared to the real trend are shown in
Fig. 8. One interesting aspect is that, for calibration, the highest de-
viations occur in the summer months. This is evident as stagnation is

attributed to the absence of any heating demand in the field. Thus, no
new insights into the thermal conditions of the ground can be gained,
which delays the learning process of the calibration, as no better values
than in the previous months can be determined.

The thermal plume from the top view at a depth of 50 m is presented
in Fig. 9. To avoid errors in reporting the absolute values of temperature
change in this section, the optimal load balancing is executed using the
proposed approach by the semi-analytical model due to its computa-
tional efficiency and flexibility enabling the combined optimization-
calibration algorithm. The absolute temperature values are based on
the implementation of resulting load patterns in a numerical model.

Fig. 7. Optimal load patterns at three time steps for the BHE field using the single-step optimization (top row) and the adaptive technique (bottom row). The size of
the circles indicates the assigned load on each BHE and the red circle shows the BHE with the highest temperature change. The empty circles in the legend represent
the relationship between heat extraction and the size of the circles.

Fig. 8. Comparison of the monthly calibrated groundwater flow velocity values
obtained by adaptive optimization (blue line) with the true pattern (dashed line).

Fig. 9. Distribution of the resulting heat plume at a depth of 50 m after 10
years of operation in the case with simulation-optimization-calibration.
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4. Conclusions and outlook

This study focuses on tuning the heating load of individual systems
within a field operating with multiple borehole heat exchangers (BHEs).
The proposed workflow involves a four-step recursive process: simula-
tion, measurement, calibration, and optimization. What sets this work
apart from previous studies is twofold: firstly, the functionality of the
widely used moving finite line source (MFLS) analytical modeling tool
through the rearrangement of its formulation is enhanced. This
enhancement allows us to account for transient groundwater flow
(GWF), thereby accommodating more realistic and complex subsurface
conditions. It should be recalled that although the numerical model is
more reliable, due to the iterative characteristic of the proposed meth-
odology, the integration of the numerical model in the iterative
simulation-optimization procedure is not computationally comparable.
Secondly, the optimization process is more informative as it includes a
parameter estimation in each time step. To validate the proposed
formulation, numerical modeling of two case studies with varying GWF
velocity patterns as a benchmark study is conducted. Then, the modified
MFLS model is employed as the predictive tool for optimization. By
solving a least square problem based on monthly measurements and
simulations, the GWF velocity for the subsequent month is calibrated
and updated optimal load patterns for the upcoming months are pro-
posed. The result of the optimization for the case study with multiple
BHEs indicates that the potential of the newworkflow is to provide more
insightful optimal load patterns that can be continuously modified.
Through this modification, the imposed undesired thermal anomalies in
the subsurface will be minimized. The main target of this workflow is to
improve the sustainability and durability of closed-loop geothermal
systems by addressing environmental concerns as well as making them
economically viable. For future studies, it is proposed to integrate more
robust simulation tools that can handle additional subsurface com-
plexities, such as heterogeneity. Additionally, developing efficient proxy
models to represent the subsurface complexity in a computationally
feasible manner is recommended. Furthermore, using intelligent
learning techniques for parameter estimation can have the potential to
further enhance the efficiency of the calibration process.
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