Rock Mech Rock Eng (2017) 50:2891-2909
DOI 10.1007/s00603-017-1281-4

CrossMark

@

ORIGINAL PAPER

Comparison of Surface Properties in Natural and Artificially
Generated Fractures in a Crystalline Rock

Daniel Vogler'

- Stuart D. C. Walsh? - Peter Bayer'” - Florian Amann’

Received: 14 July 2016/ Accepted: 11 July 2017 /Published online: 25 July 2017

© Springer-Verlag GmbH Austria 2017

Abstract This work studies the roughness characteristics
of fracture surfaces from a crystalline rock by analyzing
differences in surface roughness between fractures of var-
ious types and sizes. We compare the surface properties of
natural fractures sampled in situ and artificial (i.e., man-
made) fractures created in the same source rock under
laboratory conditions. The topography of the various
fracture types is compared and characterized using a range
of different measures of surface roughness. Both natural
and artificial, and tensile and shear fractures are consid-
ered, along with the effects of specimen size on both the
geometry of the fracture and its surface characterization.
The analysis shows that fracture characteristics are sub-
stantially different between natural shear and artificial
tensile fractures, while natural tensile fracture often spans
the whole result domain of the two other fracture types.
Specimen size effects are also evident, not only as scale
sensitivity in the roughness metrics, but also as a by-pro-
duct of the physical processes used to generate the frac-
tures. Results from fractures generated with Brazilian tests
show that fracture roughness at small scales differentiates
fractures from different specimen sizes and stresses at
failure.
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1 Introduction

Correctly characterizing the mechanical and hydraulic
properties of rock fractures, and the coupling between these
properties is a crucial part of many subjects in the applied
geosciences. Examples include, but are by no means lim-
ited to: estimating the productivity of oil, gas and
geothermal reservoirs (Rutqvist and Stephansson 2003),
understanding microseismic events in faults and joints
(Derode et al. 2013), exploring the efficiency of ground-
water remediation, and predicting radionuclide migration
in the excavation damage zone around nuclear waste
repositories (Zhu et al. 2007; Bear et al. 2012). Fracture
topography is a major determinant for the permeability and
stiffness of rock in deep geological systems. However, due
to the variability of natural media, limited accessibility,
and the influence of transient mechanical deformation,
exact characterization of in situ fractures is often difficult,
if not impossible.

Instead, laboratory-scale investigations are frequently
employed to provide insight into characteristic values and
ranges of fracture properties from which model parameters
can be derived. In particular, in many cases where natural
fractures cannot be sampled directly, fractures are gener-
ated through artificial means—for example, by performing
a Brazilian test on an intact specimen. However, the
properties of fractures used in laboratory studies depend on
many factors: specimen size, fracture origin, stress path
and sampling methods—which poses the question: What
experimental bias is introduced in such artificially gener-
ated fracture surfaces?

Fractures generated under laboratory conditions are
often considered as a proxy for in situ fracture geometries
(Witherspoon et al. 1980; Esaki et al. 1999; Nicholl et al.
1999; Belem et al. 2000; Lee and Cho 2002; Jiang et al.
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2006; Watanabe et al. 2008; Nemoto et al. 2009; Xiong
et al. 2011; Faoro et al. 2012; Li et al. 2014; Lee et al.
2014). However, the methods used to produce such “arti-
ficially” generated fractures may affect the surface char-
acteristics and thereby alter the associated flow and stress-
response properties away from those of their “natural”
(i.e., in situ) fracture counterparts. These differences can
arise due to: differences in the forces used to generate the
fractures from those experienced in the field; differences in
weathering or erosion experienced by the fracture surfaces;
and finally, the very size of the specimen itself may bias
both the creation and the characterization of the fracture
geometry.

In this study, we compare the surface properties of
natural fractures sampled in situ and artificial (i.e., man-
made) fractures created in the same source rock under
laboratory conditions. The topography of the various
fracture types is compared and characterized using a range
of different measures of surface roughness. Both natural
and artificial, and tensile and shear fractures are consid-
ered, along with the effects of specimen size on both the
geometry of the fracture and its surface characterization.

The relationship between fracture surface topology and
the fracture characteristics such as fracture conductivity
and shear and normal stiffness has been investigated at the
laboratory scale in several experimental studies (Yeo et al.
1998; Jiang et al. 2006) and numerical simulations (Brown
1987; Xiong et al. 2011) attempting to replicate natural
environments as closely as possible. While some studied
natural fractures extracted by over-coring existing joints
(Chen et al. 2000; Vogler et al. 2016a) or employed syn-
thetic surfaces created by extrapolating characteristics of
natural fractures (Ogilvie et al. 2003), others used artificial
fractures obtained by splitting (i.e., tensile or Mode I
fractures) (Watanabe et al. 2008; Nemoto et al. 2009;
Xiong et al. 2011; Faoro et al. 2012; Vogler et al. 2016b),
or shear fracturing solid rock (i.e., shear or Mode 1II frac-
tures) (Esaki et al. 1999; Watanabe et al. 2009; Li et al.
2014). As such a broad range of different fracture types is
used to investigate the physical behavior of rock properties,
it is important to understand how the surface topography
differs between these fracture types to better gauge the
effects these differences might have on the measured
quantities.

Much of the diversity among natural and artificial mode
I and II fracture topologies can be attributed to the com-
plexity of fracture formation, which involves micro-crack
growth and micro-crack coalescence (Mosher et al. 1975;
Kranz 1983; Mardon et al. 1990; Fujii et al. 2007). The
form of crack growth mechanism—intragranular, inter-
granular or transgranular crack growth—depends on rock
composition/minerology, stress field (normal or shear
stresses as well as stress magnitude) and specimen
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dimensions. The close relation between crack growth and
surface topography (Mosher et al. 1975; Kranz 1983;
Morgan et al. 2013) highlights the importance of the link
between crack growth mechanism and stress field, fracture
mode and specimen size. For example, Mosher et al.
(1975) analyzed both tensile and shear fractures micro-
scopically. He showed that tensile fracturing in granite is
dominated by intergranular over intragranular fractures. He
also showed that during tensile fracturing of fine-grained
granite almost twice as many fractures formed as compared
to medium grain-sized granite. In compression, the frac-
turing processes change and the majority of induced frac-
tures are intragranular fractures. Kranz (1983) studied
micro-cracking processes under compressive loading con-
ditions in Barre Granite and found that the average crack
length increases with rising applied stress. Furthermore, the
ratio of grain boundary cracks to intragranular cracks
decreases with higher uniaxial compressive stress, resulting
in smoother fracture surfaces. The above studies (Mardon
et al. 1990 in particular) show that on the grain-scale
microcracks can grow in all directions within a macro-
scopic fracture plane. They also demonstrate that fracturing
process and fracture propagation path depend on the min-
eralogical composition, the grain size of the minerals and
the loading conditions that further affect the fracture
topography and roughness. Morgan et al. (2013) found, for
example, that natural shear fractures in granite are less
rough than tensile fractures. These differences in roughness
are associated with the crack propagation pathway. In case
of shear fractures, fracture formation is dominated by grain
breakage, while for tensile fractures, crack propagation
follows predominantly grain boundaries.

Understanding the influence of fracture formation pro-
cesses on the surface topography and associated fracture
properties, and the process of upscaling these properties
requires a description of fracture surfaces at various scales
and various origins (i.e., tensile and shear fractures). For
example, surface roughness was characterized with indi-
vidual methods such as JRC and Z2 values by Tse and
Cruden (1979) and Yu and Vayssade (1991), fractal mea-
sures by Power and Durham (1997) and Pyraknolte et al.
(1992). Lee et al. (1990) and Li and Huang (2015) related
the joint roughness coefficient (JRC) to fractal measures,
while Tatone and Grasselli related the JRC to another 2D
roughness measure (Tatone and Grasselli 2010). Never-
theless, these studies focus on a single description param-
eter (e.g., JRC, fractals or other parameters) and do not
attempt an extensive evaluation of roughness measures or
fracture nature (Pyraknolte et al. 1992; Power and Durham
1997; Babadagli and Develi 2000; Tatone and Grasselli
2010). Moreover, these prior studies used fracture surfaces
of varying dimensions or only conducted their roughness
analysis on a very limited number of fractures (Huang et al.
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1992; Belem et al. 2000; Fardin et al. 2001; Jiang et al.
2006; Tatone and Grasselli 2010, 2013), making it difficult
to determine which parameters are capable of differenti-
ating between fracture modes and size.

The objective of this work is a comparison of a large
number of fracture surfaces (i.e., natural tensile and shear
as well as artificial tensile fractures) with numerous surface
roughness measures. This contributes valuable insights into
the relationship between fracture formation process, origin
(e.g., natural or artificial), mode type (e.g., tensile or shear)
and specimen size, and the observed fracture characteristics
of a given rock type. By contrasting these factors all in one
study, most critical aspects for experimental fracture
characterization can be identified. A main question will be
whether (and to what extent) the origin and mode of
fracture are reflected in the surface characteristics. Given
the large number of previous studies performed on a wide
range of fracture types, this will improve comparability of
the findings from different studies. Furthermore, this will
facilitate to optimize experimental fracture characteriza-
tion, and this will ultimately support better transferability
of experimental results to the field.

In the following sections, we first describe the sampling,
preparation and scanning of the rock specimens. The
fracture surfaces are then analyzed in terms of fracture
roughness (JRC, Z2) and fracture topography (fractal
dimensions, correlation functions). Special attention is
given to the role of specimen size and scale effects asso-
ciated with the surface measures. Finally the correspon-
dence between the different surface measures and their
variation across the different classes of fracture surfaces is
discussed.

2 Methods and Analysis
2.1 Fracture Sampling

The specimens used to investigate the natural and artificial
fractures in crystalline rock were obtained from the
CRIEPI fractured rock study (Takana et al. 2014) at the
Grimsel Test Site (GTS), Switzerland. The rock specimens
were sourced from core material extracted from seven
boreholes each with a diameter of 10.2 cm. The core
material consists of granodiorite with uniformly distributed
grains with sizes between 3 and 7 mm. One set of natural
fractures was obtained by over-coring pre-existing frac-
tures in the original 10.2 cm diameter cores with a 2.5 cm
drill bit (denoted by EP; in Table 1). The surface profiles
from this first set of natural fractures were recorded as part
of an earlier study of hydro-mechanically coupled pro-
cesses in natural fractures (Vogler 2016; Vogler et al.
2016a). Additional natural fractures of varying size were

Table 1 Characterization of fracture origination by Mode I (tensile),
Mode II (shear) and Mode I* (tensile with partial shear)

Sample Mode Sample Mode Sample Mode Sample Mode
NGy, I NGy, I EP;3 I EPy3 I
NG, I NGy, I EPy4 I EPy4 I
NGos II EPy, I EP;s I EPys 1I
NGos II EPp, I EPi¢ I EPy 1I
NGy, I EPy3 I* EPy; I EPy; I
NGyg I EPy I EPig II EPyg I
NGy I EPgs I EPo I* EPy 1I
NG,y 1 EPj I EPy I

NG3;; II EP;; I EPy; II

NGs; I EP, I EP», I

sampled without subcoring the original core material (de-
noted by NG; in Table 1). All of the natural fractures were
classified as either tensile (Mode I) or shear (Mode II)
fractures based on an inspection of their surface charac-
teristics (Table 1). The artificial fractures were created by
subjecting intact cylinders of the remaining core material to
a Brazilian-strength test (Hatheway 2009). This produces
tensile fractures that are formed in the cylinders when the
stresses applied by the Brazilian tests exceed the tensile
strength of the rock. To capture the effects of total fracture
length and specimen size on the surface parameters, a
range of core sizes was used to generate these “artificial”
fractures: specimen cores were created with diameters of
2.5, 5.1, 10.2 and 30 cm. The specimens with 2.5 cm
diameter and 6 cm length (denoted A, s5) were obtained to
provide a direct comparison to natural specimens EP; used
in earlier core holder experiments (Vogler et al. 2016a).
The other artificial specimens with 5.1 cm (A5 gq), 10.2 cm
(A1osa) and 30 cm (A3pq) diameters were created with
dimensions in accordance with standardized Brazilian test
procedures (Hatheway 2009). Additional specimens with a
diameter of 10.2 cm (Ajp) and 17 cm length were fractured
to obtain fractures with larger surface areas. Finally,
specimen with 2.5 cm diameter and 1.25 cm length
(A2544) was fractured in Brazilian tests to investigate
fracture paths on a subgrain scale. It should be noted that
although the artificial specimens with 2.5 cm diameter
were obtained using standard sampling aspect ratio, they do
not constitute a standard Brazilian test due to the small
specimen size. In Table 1, they are denoted with A; 544 as
the cylinder length was chosen according to standard. In
total, more than 60 fractures with sizes ranging from 1 to
40 cm edge length were scanned and analyzed under this
study: a summary of their properties is provided in Table 2.
Example pictures showcasing the size differences between
the artificial tensile specimens and natural shear and tensile
fractures are shown in Fig. 1.
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Table 2 Summary of core

_ i 2 _ _ _
specimens, indicating nature of Samples Type (-) Diameter (cm) Length (cm) Area (cm?) BT-std (-) Number (-)
fracture (natural or artificial),

N Natural 2.5 6.0 15.2 - 25
diameter D, length L, 3 atra . . )
approximate fracture area A, Np, Natural Variable Variable Variable - 12
whether artificial fractures from Aj5d Artificial 2.5 1.25 3.1 No 5
Brazilian test were created Ass Artificial 25 6.0 15.2 No 5
according to standard (BT-std) ’ .
(Hatheway 2009) and the Assd Artificial 5.1 2.5 12.9 Yes 5
number of specimens in each Alosd Artificial 10.2 5.1 51.6 Yes 5
category n Ano,17 Artificial 10.2 17.0 172.7 No 2
Azpaa Artificial 30.0 15.0 450.0 No 2

Fig. 1 Example specimen: a surfaces for shear (back right) and tensile (front left) natural fracture; b artificial fractures obtained by Brazilian
tensile tests with specimen diameters of 30.0, 10.2, 5.1 and 2.5 cm (back to front)

2.2 Photogrammetric Scan

The fracture surfaces were evaluated with surface scans
using the ATOS Core 3D scanner from GOM (GOM mbH
2015). The ATOS Core sensor projects fringe patterns on
the object surface, which are recorded by two cameras. The
patterns form a phase shift based on a sinusoidal intensity
distribution that enables measurement of the 3D surfaces.
The ATOS Core was calibrated with length deviation
errors between 0.009 and 0.027 mm and optimized cali-
bration deviations of 0.014 £ 0.001 Pixel. This means that
for measurements of standardized objects (e.g., the diam-
eter of a perfectly round sphere, or the distance between
two spheres which are mounted on one bar), the geometric
measure in question (e.g., diameter or distance) can be
measured with accuracies between 9 and 27 pm. For more
complex surfaces, accuracy varies, as different areas of a
surface may reflect the projected fringe patterns differently,
due to the angle of incoming light or changes in reflec-
tivity. To address the issue of different reflectivities among
minerals, the fracture surfaces were coated with a white
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spray before scanning, which adds a few micrometers in
thickness.

Surface profiles produced by the scanner are represented
as three-dimensional point clouds. The original resolution
of the scanned fracture surfaces (without material on the
sides of the specimens) depends slightly on the individual
surface and is roughly between 30 and 60 unique vertices
per square millimeter. Post-processing was conducted on
the scans to remove any extraneous details from either the
specimen edges or the specimen holder, and to align the
axes of the specimen in the x—y plane, with the normal of
the fracture surface oriented along the z-axis. Here, the x—y
plane is defined as the plane providing a least square fit for
any given fracture surface. The best-fit plane through the
surface was found by aligning the eigenvectors of the plane
with the primary coordinate system. The orientation of the
uppermost surface was inverted to allow the fracture
aperture to be calculated directly. After the fracture roof
and floor were properly aligned, the surfaces were mapped
onto a regular grid with a resolution of 50 um along both
the x—y axes of the plane. This gridded representation of the
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surface was then employed to calculate surface roughness
measures.

Examples of the three fracture classes investigated
(natural tensile & shear and artificial tensile) are shown in
Fig. 2. Figure 2a shows a natural shear fracture, displaying
long range variation, with few short wave oscillations. The

Fig. 2 Examples of typical scans and cross sections: a natural fracture
surface (EPgy—shear); b natural fracture surface (EP,—Mode I);
c artificial fracture surface (A256cm specimen 6—Mode I); d example
specimen illustrating the best-fit plane (x—y plane) and the direction of
asperities (z-direction). The presented scan lines do not represent the

natural tensile fracture in Fig. 2b displays the individual
grain or conglomerate sizes, with three visible asperity
peaks and four areas of low asperity height, representative
of large asperity height on the opposite fracture surface.
The artificial tensile fracture (Fig. 2c) displays a lot of
short wave length oscillations, with long wave lengths

sampling procedure employed during roughness computation, which
was instead based on a large number of scan lines covering each
surface. Color coding for the fracture surfaces corresponds to the
maximum and minimum asperity height, respectively. The fracture
width in y-direction is 25 mm for a—c (color figure online)

@ Springer
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underlying the scan line. Scan lines similar to Fig. 2a—c
were found across many fracture surfaces, indicating dif-
ferences in surface roughness due to variable fracture
propagation mechanisms. It should be noted that the pre-
sented scan lines (Fig. 2) across the surfaces do not rep-
resent the sampling employed during roughness
computation. Instead, a large number of scan lines covering
the entirety of the surface in both the x- and y-directions
were used to compute the roughness measures presented in
this study. The average values computed across all scan
lines are presented here for brevity. While some directional
dependence of roughness on the scan line direction was
found, the effect was small in comparison to the differ-
ences observed between specimen of different fracture type
and size, and is therefore not discussed in detail in this
study.

2.3 Roughness Measures

Two common measures of surface roughness are the stan-
dard deviation of the asperity heights (STD) and the joint
roughness coefficient (JRC). As discussed herein and else-
where (Fardin et al. 2001; Vogler et al. 2017), while simple,
the standard deviation suffers from scale dependence if not
pegged to an underlying length scale. The JRC or joint
roughness coefficient is commonly used to characterize rock
surface properties and correlate the roughness of a fracture
with its mechanical and hydraulic properties (Barton and
Choubey 1977). Properly applied, the JRC value has an
implicit associated scale, as the JRC value is evaluated by
comparing the specimens of prescribed length (10 cm) to a
hierarchy of “characteristic” surface profiles. Nevertheless,
the arbitrary nature of this comparison makes the JRC value
a somewhat qualitative measure of roughness. Instead,
several groups have sought to correlate the JRC scale to
more quantitative metrics and different empirical approa-
ches have been outlined for estimating JRC values. From
these, we chose the Z2 measure (Tse and Cruden 1979; Yu
and Vayssade 1991) originally proposed by Myers (1962).
The dimensionless Z2 roughness measure is defined as:

1/2
1 [F/dz\?
72 = |- — ) dx 1
L [(E) e 1)
where z(x) is the profile height of the fracture surface. In

practice, the Z2 value is determined from a discretization
of the surface profile

q ( )2 1/2
Zivl — 3
72 = |— A A 2

where x; and z; are the coordinates of the fracture surface,
typically taken at regular sampling intervals, Ax, such that
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Xi+1 —x; = Ax for all i and L is the total length of a scan
line along which Z2 is measured. As with the standard
deviation, roughness parameters like the Z2 measure are
contingent upon the scale at which they are measured. One
method to overcome this sensitivity is to fix the sampling
interval. However, the choice of interval is somewhat
arbitrary. Yu and Vayssade (1991) derived empirical
equations relating Z2 and JRC values using sampling
intervals of 0.25, 0.5 and 1.0 mm with the recommendation
that the shortest interval should be used whenever possible.
Accordingly, for this paper, a sampling interval of
0.25 mm was used to determine all Z2 values, and the JRC
value was then determined from:

JRC = 60.32

3
9172 — 4.51. ®)

Fixing the sampling interval filters out geometric charac-
teristics below the sampling length. It might be speculated
that crucial information is lost as a result, and thus a fractal
measure of the surface (i.e., one capable of recognizing
self-similarity in the surface properties across length
scales) may better serve to distinguish different surface
types. Fractal dimensions are frequently used to charac-
terize surface roughness, though there is debate over their
efficacy, particularly if used as a sole measure to charac-
terize the surface (Huang et al. 1992). Thus, estimates of
the fractal Hausdorff and Box count dimensions were
obtained for each surface to investigate their ability to
distinguish the different fracture types. Using the Haus-
dorff dimension, we obtain the fractal dimension dyp, for
the number of line subsets Nyp of length lyp that are
required to constitute the scan line segment Sg; .

ln(lHD)

While the equation for the Box count dimension (Eq. 5) is
fundamentally the same to the Hausdorff dimension
(Eq. 4), the measuring (e.g., counting) approach differs. A
grid of boxes is overlaid with the scan line, and the number
of occupied grid cells Ngc (e.g., boxes) needed to cover the
scan line segment Ss;, (with S being a non-empty boun-
ded subset of R") is counted for a given box side length

(4)

dHD = — lim
lup—0

IBcp

In(Ngcp ) (SsL))
IH(ZBCD)

(5)

dBC = — lim
Igcp—0

The above roughness measures all provide a single scalar
value describing the surface—they give little detail
regarding the spatial relationships of different surface
features. To obtain a richer description of the surface fea-
tures, we use two-point correlation functions (namely the
two-point probability function and the lineal-path function
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(a)

10-1.0

Fig. 3 Two-point correlation functions are used to characterize the
distribution of surface features as follows: a first the surface is cut by
a plane at a given height relative to the median asperity height. b The
two-point probability function (TPPF) gives the probability that two

(Jiao et al. 2007)) to characterize the geometric distribution
of surface asperities. Under the approach considered here,
the surfaces are transformed such that a best-fit plane
through the surface lies in the x—y plane, with a mean z
value (e.g., asperity height) of zero. By shifting the inter-
secting plane up and down the z-axis, the asperity distri-
bution is sampled at different reference heights (Fig. 3).
For a given reference height (z value), the two-point cor-
relation functions are used to describe the spatial distri-
bution of the intersecting asperities. Specifically, the two-
point probability function TPPF®"(x;,x,) denotes the
probability that two points on the intersecting plane x; and
X, are both inside the fracture surface (Fig. 3b). The lineal-
path function LPFY (x;,x,) measures the probability that
the entire line segment S between the two points x; and x,
lies within the asperities, without intersecting with the x—y
fracture surface (Fig. 3b). The surfaces are characterized
by recording the two-point correlation functions for a range
of different line segment lengths (I = |x; — Xz|) at a set of
predetermined surface heights (z). To investigate correla-
tion of surface topography independently of total fracture
size, smaller parts of the fracture surfaces were subsampled
to study scale-independent effects.

3 Results and Discussion

We first compare the chosen surface roughness measures
applied to the scanned fracture surfaces. The results are
further scrutinized for differences in roughness based on
fracture size. Subsequently, a scale-independent measure is
elaborated, to examine if scale effects (introduced by
fracturing specimens of different size) can be captured
within a small sampling windows on the fracture surfaces.
To highlight the crucial role of fracture formation process

(b)

points within the cutting plane separated by a given distance fall
inside the fracture surface, and the lineal-path function (LPF) gives
the probability that the entire path between the two points lies within
the fracture surface

when discussing scaling effects, the impact of tensile stress
during crack growth on the resulting surface roughness is
inspected. Finally, the suitability of correlation functions to
capture spatial roughness on small scales is discussed.

3.1 Surface Roughness

Figure 4 shows a scatter plot comparing the standard
deviations of surface heights (based on the entire fracture
surface) with the Z2 measure from Eq. (2). For reference,
the corresponding JRC values obtained from Eq. (3) are
given on the upper axis. It is evident from the plot that the
standard deviation of asperity heights (calculated from the
total fracture area) does not readily distinguish the three
fracture classes: while the tensile fractures have some
outliers between 1.2 and 3 mm, the values for all three
cases are mainly distributed between 0.3 and 1.2 mm. As

JRC
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Fig. 4 Standard deviation of surface height versus Z2 measure and
JRC value as obtained from Eq. (3) for natural shear fractures (blue
circles), tensile fracture (gray circles) and artificial (red triangles)
fractures (color figure online)
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Fig. 5 Fractal dimension measures versus Z2 measure from the natural (blue shear, gray tensile) and artificial (red) fracture surfaces:

a Hausdorff dimension; b Box count dimension (color figure online)

will be discussed in greater detail below, the standard
deviation fails to distinguish between the different fracture
classes due the size dependence of the measure combined
with a lack of an intrinsic length scale. However, the same
is not true of the Z2 values. Artificial fractures tend to have
higher Z2 values, while the natural fractures are somewhat
uniformly distributed over a wide range from 0.12 to 0.3.
This indicates that natural surfaces tend to be smoother
than artificial ones, and this is in line with the examples
shown in Fig. 2. When separating natural tensile and shear
fractures, natural shear fractures provide lower Z2 values
(0.12-0.21), indicating the smoothest surfaces. Thus, the
72 measure appears to provide a method to distinguish
fracture surface characteristics in such fractures sets,
especially between the two extremes, the diverse and rel-
atively rough artificial tensile fractures and the smoother
natural shear fractures. This differentiation between dif-
ferent fracture types is especially remarkable, given that
crack paths and thus created fractures yield surfaces which
are each highly unique.

Less frequent small-scale oscillations in natural frac-
tures are likely attributed to abrasion and small-scale
damage after fracturing. Stress changes (loading and
unloading of the fractures), changes of the directions of
principal stresses, small shear deformation and other
weathering processes could lead to substantial abrasion of
fracture surface asperities, and thereby lower quantitative
surface roughness measures. Besides these abrasive pro-
cesses, which are difficult to reconstruct or quantify, frac-
ture surface topography could also be influenced by
different crack growth mechanisms during fracturing,
which will be discussed further below.

The higher Z2 values of artificial fractures result mainly
from small-scale oscillations in form of individual asperi-
ties, which cause larger surface roughness on that scale.
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However, these asperities may have a low shear strength
and could fail at low shear stress. While natural shear
fractures are smooth (indicating low shear strength) on the
small scale, stronger large-scale variations increase shear
strength more significantly on a larger scale. This could be
caused by crack formation, which may travel around large
conglomerates or geological formations, if this proves to be
the path of least resistance. Due to the confined nature in
scale and stress field of fractures created with Brazilian
tests, these longer wave length roughnesses are observed
less frequently for artificial specimens.

In Fig. 5, the Z2 (and JRC) value of each fracture sur-
face is plotted versus the fractal Hausdorff dimension and
the box count dimension of the surface. Results for the
Hausdorff dimension yield a fractal dimension between
1.00 and 1.05 for all surface areas and fracture modes
(Fig. 5a). Individual ranges are 1.01-1.05 for natural shear,
1.005-1.15 for natural tensile and 1.005-1.08 for artificial
tensile fractures. The Box Count dimension results in a
wider distribution of fractal dimension with values between
1.01 and 1.13 (Fig. 5b). Here, fractal dimension ranges
from 1.07 to 1.14 for natural shear, 1.03—1.12 for natural
tensile and 1.02-1.16 for artificial tensile fractures. For
both fractal measures, the natural shear fractures show a
more narrow distribution of the fractal dimension. How-
ever, the plot reveals no evident correlation between the
fracture class and either measure of fractal dimension.

Nevertheless, particularly with large numbers of data
points, visual inspection may not be sufficient to reveal a
correspondence between input parameters and categories.
Thus, a Mann-Whitney U test (Mann and Whitney 1947)
was applied to obtain a more quantitative answer to the
question, as to whether natural and artificial fractures show
significant differences for JRC, Z2, Box count and Haus-
dorff dimension (Figs. 4, 5). The findings for this test are
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Table 3 Mann—Whitney U test results, indicating the probability that
the roughness parameters of the natural and artificial fractures are
drawn from the same population

Metric p value

NT/AT (-) NS/AT (-) NS/NT (-)
STD 2.4 x 107! 1.7 x 1071 2.0 x 107!
Z2/JRC 1.3 x 1073 5.7 x107° 6.2 x 107
Hausdorff 1.2 x 1072 3.9 x 107! 6.1 x 1073
Box Count 2.6 x 107! 7.0 x 1072 8.0x 1073

Compared are NT/AT—natural tensile versus artificial tensile frac-
tures; NS/AT—mnatural shear versus artificial tensile fractures; NS/
NT—natural shear versus natural tensile fractures

listed in Table 3. A smaller p value indicates a lower
likelihood that a roughness measure distribution of a given
fracture type could be obtained with another fracture type
as well (i.e., the smaller the p value, the greater the ability
of the metric to distinguish between classes). Values are
calculated for all pairings between Natural Tensile (NT),
Natural Shear (NS) and Artificial Tensile fractures (AT).
Especially large p values are obtained for the STD for NT/
AT, the Hausdorff dimension for NS/AT and the Box count
dimension for NT/AT. This result can be compared visu-
ally with Figs. 4 and 5, where ranges of the roughness
measures for the respective specimen types are virtually
indistinguishable. Likewise, the p values show small dif-
ferences between the three specimen types for the fractal
dimensions. This supports the findings that the roughness
measure Z2 (and by implication the derived JRC measure)
are most suitable for distinction of the three fracture
classes.

3.2 The Influence of Fracture Scale on Surface
Roughness

Previous studies investigating the effect of fracture length
on crack propagation have suggested that different fracture
formation mechanisms will influence roughness parameters
on scales significantly smaller than the total fracture
length (Mosher et al. 1975; Mardon et al. 1990). In this
study, fracture length during crack propagation is known
for the artificial fractures (as it is restricted to the specimen
size) but not for the natural fractures sampled in the field.
As the scale of the natural fractures is unknown, the
dependence of surface roughness on the fracture size is
investigated here by considering the artificial fractures
alone.

The dependency of the standard deviation on specimen
size is removed by subsampling the standard deviation of
the surface asperity heights within regions of fixed size at
20 randomly chosen locations on the surfaces. In Fig. 6a,

the sample region size is increased incrementally from
lcm? to the total size of the surface, and the average
standard deviation of all surface points is compared to the
edge length of the subsampling region. The resolution of
the respective subsampled regions was thereby kept con-
stant, which was shown to be crucial for roughness com-
parison by Tatone and Grasselli (Tatone and Grasselli
2013). When sampling from a small scale to the whole
fracture area, the apparent roughness approaches a plateau
once the box edge length approaches the global specimen
dimensions (e.g., the whole fracture area). To avoid this
effect, the sampling window side length is restricted to less
than 5 cm in Fig. 6a, and in Fig. 6b the sample regions
considered are restricted to 1 cm X 1 cm to 2 cm X 2 cm
to study roughness effects on a scale found across all
specimens. Comparing sampling windows of the same size,
the surface roughness as measured by the asperity height
standard deviation increases faster with increasing speci-
men size (Fig. 6b). Even on a small but fixed sampling
window (Fig. 6b, c¢) of 1 cm?, the averaged standard devi-
ations show a dependence on the total specimen size. The
averaged standard deviation over the total fracture size for
a box edge length of 1 cm can be seen in Fig. 6¢. For small
specimens, the standard deviation is significantly smaller
than for larger specimens, even when sampling a uniform
box of 1cm?. However, the increase in standard deviation
occurs sublinear to the total fracture area size. Here, this
difference may reflect the effect of the physical specimen
size on the surface roughness as the specimen dimension
and diameter are also representable of the total crack length
during propagation.

These observations also suggest that tensile fracturing
in a Brazilian test of small specimen is likely dominated
by intragranular cracks. The change in the dominant
crack propagation mechanisms across specimen sizes
raise an interesting question when considering fractal
measures. If fracture surfaces are self-affine across
multiple length scales, this would indicate that different
fracture mechanisms lead to self-affine cracks, indepen-
dent of fracturing. However, intragranular cracks lead to
surfaces that are smoother on a large scale as compared
to larger specimen since cracks propagate in a straighter
line and do not circumvent individual grains. But, on a
small scale they are jagged, since cracks do not follow
grain boundaries—instead splitting individual grains
through their plane of weakness. For small specimens,
single grains in the tensile stress zone of a Brazilian test
specimen are split if they lay on the straight line of
largest tensile stresses in the middle of the specimen.
The short wave oscillations resulting from intragranular
crack propagation more prominently found in artificial
tensile fractures can be observed for instance in Fig. 2c.
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Fig. 6 Specimen size effects: a standard deviation of asperity height
versus the edge length of the sampling rectangle for artificial fractures
from Brazilian tests with diameters of 25.0 cm (A35.0,s4, according to
standard), 2.5 cm (Azs), 5.0 cm (Asggq, according to standard),
10.0 cm (Ajp), 10.0 cm (Ao 4, according to standard) and 30.0 cm

While Fig. 6a, b showcase the scale dependence of the
sampling interval, these figures also reveal that the total
fracture length of a specimen influences the surface
roughness on all scales.

Comparison of the artificial tests shows smoother sur-
faces for smaller specimens, which could be explained by a
higher ratio of intragranular cracks under higher tensile
stresses (Fig. 10). Roughness as measured by the STD
increases faster for larger specimens when the same sam-
pling window is compared (Fig. 6b). This suggests that
measuring the surface roughness of a fixed sampling win-
dow may provide an indication of the stress at failure and
total crack length. The decrease in roughness with smaller
artificial specimen could also indicate that surface rough-
ness on natural fractures might be tied to the domain size
which experienced failure or rupture. At the very least, by
fixing the sampling window, the size-dependent behavior
observed by taking the standard deviation across the whole
surface of each specimen can be avoided.

@ Springer

(A30.0.5td, according to standard). b Mean of the standard deviation for
small box edge lengths between 10 mm x 10 mm and
20 mm x 20 mm with a square root fit. ¢ The averaged standard
deviation versus total fracture area when sampling 10 mm box edge
lengths

3.3 Size-Independent Measures of Fracture
Roughness

The scale dependence of the standard deviation on the
whole fracture surface is depicted in Fig. 7. This fig-
ure repeats the earlier plot of the standard deviation for the
whole surface versus the measured Z2 value; however, in
this case the points are scaled to reflect the size of the
sampled area. The Z2 values for natural shear fractures do
not demonstrate a size dependency due to the fixed sam-
pling interval. However, the standard deviation clearly
increases with fracture area, with most small-scale fracture
areas displaying a standard deviation between 0.4 and
0.7 mm while fractures with larger surface areas show a
standard deviation above 0.8 mm.

To eliminate the effects of size dependence, each fracture
surface was divided into subregions of a fixed size and those
sample regions analyzed independently. Based on the anal-
ysis given in the previous section, subregions 1cm? in size
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Fig. 7 Sample size effects: standard deviation of surface height
versus Z2 measure for both the natural shear (blue circles), natural
mode I (gray circles) and artificial tensile (red triangles) fracture
surfaces, with points scaled proportional to the specimen size (color
figure online)

(Fig. 8) were chosen, as this allowed a reasonable number of
subregions to be obtained from each surface, while main-
taining a large number of sample points within each subre-
gion. Prior to calculating the roughness measures, each
subregion was reoriented to align the surface normal parallel
to the z-axis and the surface shifted to align the origin with the
mean asperity height. Figure 8 shows sampling windows of
1 cm? on the fracture surfaces, sorted by the different fracture
classes (natural tensile and shear and artificial tensile frac-
tures). These images reveal the characteristic roughness pat-
terns for the different fracture classes on a small scale, as
marked in the respective graphs. Natural shear fractures dis-
play the shear orientation of the fracture and slickensides
(Fig. 8a), while natural tensile fractures tend to show grain
shaped surface undulations (Fig. 8c). The small-scale oscil-
lations commonly observed on artificial tensile fracture sur-
faces (Fig. 2c) are visible on small scales (Fig. 8e), with
jagged behavior of surface roughness indicating crack prop-
agation through individual grains. In all cases, however, the
feature size correlates strongly with the average grain scale.

Figure 9 shows the effect of subdividing the surface into
1cm? areas on the Z2 and standard deviation measures.
The subdivision of the surfaces into 1 cm square regions
mitigates the scale dependency of surface measures and
avoids skewing of results due to large-scale fluctuations—
effectively performing a high-pass filter on the surface
properties. The results from all 1cm? subregions on each
surface in Fig. 9 are averaged over each surface. This plot
reveals distinct clustering for the three fracture classes,
with natural shear fractures showing small Z2 values and
standard deviations, natural tensile fractures having a larger
standard deviation, and artificial tensile fractures display-
ing small variation in standard deviation as well as in Z2.

Figure 9 also reveals a strong linear trend between the
average standard deviation and the average Z2 value for
the surface classes. Notably, however, the two trends,
while roughly parallel, are slightly offset from one
another—with the natural specimen exhibiting a larger
standard deviation for the same Z2 value. The offset
between the two clusters in Fig. 9 can be attributed to
differences in the autocorrelation of the natural and arti-
ficial surfaces at the given 0.25 mm sampling interval.
Assuming an equal sampling interval of Ax = 0.25 and a
sufficiently large number of sample points (n > 1),
Eq. (2) can be expressed as

r 2
1
W (Z Yi+1 — yi>

nAlxzzy,Z] ll—zwm/z}’?] .

As the mean asperity height is zero, the term on the left
approximately equals the standard deviation scaled by the
sampling interval. The term “approximately” is used as the
standard deviation is obtained directly from the surface
rather than from the 0.25 mm sampling interval employed
for the Z2 approximation. The term on the right can be
expressed in terms of the autocorrelation for the surface at
the sampling interval:

ACF(r) = /y(x)y(x+r) dx//y2 dx, (7)

when © = Ax. Thus, the standard deviation and Z2 values
are related by:

1=

72 ~

1

STD I
Z2 ~ 1 — ACF(Ax)]=. 8
> [l - ACF(AY)] (®)
With Eq. (8), the trends observed in Fig. 9 can be

explained as follows: First, both classes show a strongly
linear relationship between the standard deviation and the
Z2 measure, implying that there is relatively little change
in the autocorrelation function of the surfaces for the
sample distance of 0.25 mm. However, there is a slight
difference in the slopes of the standard deviation versus Z2
plots for the two sets (natural vs. artificial) of surfaces. The
artificial surfaces have a shallower slope than the natural
surfaces when plotting the standard deviation versus Z2.
This second observation implies that the artificial surfaces
are less correlated (i.e., are rougher) than the natural sur-
faces at the sample distance, which can be attributed to
crack propagating either through or around individual
grains, without circumventing larger conglomerates.

This finding is in line with studies by Kranz (1983) and
Mardon et al. (1990), which pointed out the dependency of
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«Fig. 8 Examples of subsampled windows of 1cm? on the fracture
surfaces, sorted by fracture mode, with marking of characteristic
regions. a, ¢, e color bar goes from —0.3 (blue) to 0.3 (red) mm. Note
that significant portions are outside this range; b, d, f surface height
above (red) and below (blue) 0.1 mm; g example surface patch with
dimensions and colorbar representative of a—f (right) sampled from
whole fracture surface (left) and reoriented to the x—y plane (color
figure online)
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Fig. 9 Plots of standard deviation of asperity height versus Z2
measure for 1cm? subregions of the fracture surface averaged for
each surface

fracture length and most common fracture propagation
mechanism on total stress. This would suggest longer
wavelengths for natural fractures. Additional factors con-
tributing to smoother natural shear fractures are shearing
off of first order asperities and ongoing mineralization. To
extend on the topic of size dependency, the surface
roughness of experimental specimens of constant size,
commonly used in core holder experiments, is addressed in
“Appendix”.
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3.4 Dependence of Surface Roughness on Tensile
Stress for Brazilian Tests

As the artificial fracture surfaces were obtained through
Brazilian testing, a comparison can be made between the
tensile stresses during failure and the resulting fracture
roughness. Measurement of fracture roughness as indicated
by STD on 1 cm? patches suggests increasing roughness for
larger Brazilian test specimen (Fig. 6¢). To investigate this
further, the impact of tensile stress at failure on surface
roughness is investigated. Figure 10a shows the standard
deviation averaged over both fracture surfaces per speci-
men and 30 squares with 10 mm edge length per fracture
surface and for the whole fracture surface (Fig. 10b).

Due to the small sampling intervals (1 cm?), the differ-
ences in standard deviation are not significant, but a trend
of decline in surface roughness as measured with the
standard deviation with increasing tensile stress during
failure can be observed. Higher tensile stresses favor
intragranular crack propagation, which will result in a
smoother fracture surface since crack propagation occurs
through individual grains without having to circumvent
minerals of high strength as is the case for low tensile
stresses. The trend of decreasing surface roughness with
rising tensile stress becomes more pronounced when
comparing the averaged standard deviation of the two
specimen fracture surfaces for Asgy in Fig. 10b. Here, the
specimens have a size that is significantly larger than
inhomogeneities within the material, which makes them
less susceptible to heterogeneity influences on the surface
roughness. The two tests show most clearly a reduced
roughness as measured with the asperity standard deviation
with increased tensile stress. Generally, with increasing
specimen size the roughness of a tensile fracture that
develops under Brazilian testing conditions increases. This
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Fig. 10 Relationship of surface roughness to sigma tensile: a average standard deviation of asperity height within 1 cm squares versus the tensile
stress at specimen failure. b Average standard deviation of asperity height for both fracture surfaces versus the tensile stress at specimen failure
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increase in roughness is likely associated with the fracture
propagation path. Fracture under Brazilian testing condi-
tions emanate at the specimen center where the tensile
stress is maximum (Fairhurst 1964). This initial fracture
propagates radially toward the upper and lower loading
plate where the stress conditions are compressive. The

fracture propagation path in a Brazilian test is controlled by
both, the stress state associated with a line load applied on
both specimen sides (i.e., induced tensile stresses occur
within a narrow area in the specimen center), and stress
heterogeneities stemming from stiffness heterogeneities
(Tapponnier and Brace 1976) that are associated with the

Fig. 11 Examples of crack propagation between two grains (blue)
and through an individual grain (red) for: a—d artificial tensile fracture
from specimens with 10 cm diameter; e-h artificial tensile fracture
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from specimens with 2.5 cm diameter. Individual grains near the
crack are outlined in black (color figure online)
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distribution of mineral grains of dissimilar stiffness (Tap-
ponnier and Brace 1976). For smaller specimens, the ten-
sion area for potential fracture pathways is significantly
smaller as compared to larger specimens. In case of smaller
specimens, cracks are therefore forced to propagate
through mineral grains. Increasing crack propagation
around versus through individual grains with increasing
specimen size can be observed in Fig. 11, where repre-
sentative examples of crack propagation through specimen
with 10.5 cm (Fig. 11a—d) and 2.5 cm diameter (Fig. 11e—
h) are shown, with marked crack paths through (red) and
around (blue) individual grains. If specimens are larger, a
propagating fracture may bypass strong mineral grains and
may also encounter a larger number of flaws within the
vicinity of the ideal crack propagation path through the
specimen (e.g., the straight line between top and bottom of
the specimen). With increasing crack growth around
grains, the asperity heights are more irregular and sizeable.
This observation is consistent with Figs. 7 and 10, where
larger roughness values were computed for artificial frac-
tures from larger specimens. Since the total length of the
cracks in the natural fractures is unknown, the natural
fractures are not suitable for comparison here. This inter-
pretation is strongly supported by the considerable
decrease in measured tensile strength from 11 MPa (on
average) for 54 mm specimens to 6 MPa for 300 mm
diameter specimens. It should be noted that while this
behavior was found to be consistent for the specimens used
in this study, conclusions for fractures of larger size remain
hypothetical.

3.5 Two-Point Correlation Functions

The use of two-point correlation functions is somewhat
scale dependent, as once again small-scale roughness is

_Two point probability function
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Fig. 12 Median values (solid lines) and interquartile ranges (trans-
parent regions) of two-point correlation functions (two-point proba-
bility function TPPF; lineal-path function LPF) calculated on

convoluted with the curvature of the fracture on larger-
scales. As was the case with the calculation of the standard
deviation in Sect. 3.3, it is difficult to separate the two
without fixing a length scale. Thus, we proceed as before
and apply the two-point correlation functions to the same
1 cm? subregions used to measure the standard deviation.
The results of these calculations are summarized in
Fig. 12. The figure compares the median value of the two-
point probability and lineal-path functions (along with the
corresponding interquartile range) for the three distinct
fracture surface classes. Figure 12 reveals that there is
minor difference in the two-point probability function and
lineal-path function for the surfaces. However, the lineal-
path function is slightly less well correlated.

Natural tensile fractures show the highest correlation,
followed by natural shear fractures, with artificial tensile
fractures showing the fastest decline in correlation with
l. This is likely related to the surface fabric. As shown in
Fig. 8b, crack propagation in natural tensile fractures tends
to grow around whole grains, which could lead to longer
wave lengths of surface roughness on the small sample
scales investigated by the correlation functions. Natural
shear fractures are often well correlated in the direction of
slickensides, but not necessarily in other directions
(Fig. 8a), which explains the lower correlation in com-
parison to natural tensile fractures. Additionally, natural
shear fractures show lower absolute asperity height mag-
nitudes, favoring short wave length oscillations of small-
scale roughness. Artificial tensile fractures are least well
correlated, which can be attributed to the short wave length
oscillations commonly observed on shear fracture surfaces
(Fig. 8c), which favor intragranular crack growth. These
findings suggest that the surface correlation is dominated
by the fabric of the granodiorite crystals and the dominant
crack growth mechanism.

Lineal path function
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1 cm x 1 cm regions. Colors indicate the three surface types—

natural shear (blue), natural tensile (gray) and artificial (red) (color
figure online)
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While common surface roughness measurements mainly
observe direction-dependent roughness along scan lines,
the two-point correlation functions also deliver additional
information about the spatial variation of these surfaces.
Namely, that the differences in the roughness metrics
across the different fracture types stem from differences in
the extents of the asperities above and below the mean,
rather than the frequency of changes in asperity height.
These findings again reflect the importance of grain-scale
features for surface roughness and strength properties on
the laboratory scale. Namely, the grain-scale size domi-
nates crack propagation and introduces characteristic
shapes. It also helps to explain the divergent results
observed by the fractal measures, as the grain scale intro-
duces an intrinsic size that breaks the assumption of self-
similarity across length scales.

While common methods such as the JRC or the Z2 can
yield large roughnesses, if the global changes in surface
asperity height are large (Eq. 2), correlation functions
provide unique insights on roughness characterized by
short wave lengths. The correlation function results
showcase roughness induced by fundamental changes in
crack growth, such as differences induced by changes
between intra- and intergranular crack growth.

4 Conclusion

This study revealed a clear distinction between the roughness
of natural fractures and those created artificially via the
Brazilian tests, for crystalline rock specimen from the Grimsel
Test Site, Switzerland. The Z2 value distinguishes well
between different fracture types, with natural shear fractures
showing the lowest roughness, artificial tensile fractures the
highest roughness and natural tensile fractures spanning
almost the whole range of values. Natural tensile and shear
fractures both demonstrated stronger longer-wavelength fluc-
tuations. In part this may be explained by the fact that, unlike
their natural counterparts, the artificial fractures were not
exposed to weathering or shearing, which remove small-scale
asperities. However, in addition, fracture propagation is less
constrained in a geological setting, than under laboratory
conditions. Natural fractures are able to sample a larger set of
potential fracture paths allowing it to exploit pre-existing
planes of weakness within the rock, whereas the stress field
generated by the Brazilian test constrains the artificial fractures
to bisect a small region toward the center of the specimen.
This is supported by the scale dependency of roughness
demonstrated in this study. For artificial fractures, where the
total specimen dimensions during failure are determined,
smaller specimens show less roughness. Observations of
small-scale roughness indicate that this is linked to a higher
ratio of intergranular cracks, due to increasing tensile

@ Springer

strength with smaller specimen sizes. This increased ratio of
intergranular cracks and short wave length oscillations of
roughness also lead to less spatially correlated surfaces on
artificial fractures. This serves to illustrate that roughness
measurements are largely meaningless unless pinned to a
particular scale, whether that be a sampling interval (as in
the case of the Z2/JRC metrics) or restricted to a sample
region (as in the case of the standard deviation of surface
asperities). To address this problem, the presented study
provides strong evidence that fracture type and size (e.g.,
natural or artificial tensile or shear fractures) can both be
distinguished by computing surface roughness on subsam-
pled regions of fixed size on the fracture surfaces.

This emphasizes the influence of the scale at which a
fracture is created. While this illustrates the multi-scale
nature of these surface properties, the fractal measures of
roughness used in this study do not yield any conclusive
distinction between the natural and artificial specimens,
suggesting that these metrics are inappropriate for surface
characterization on specimens of this size. Indeed, the
sensitivity of the surfaces to different processes on differ-
ent scales would suggest that the surfaces are not fractal
(i.e., self similar), but vary in their properties across scales.
This is especially important as fractal methods are com-
monly employed to generate synthetic fracture surfaces for
numerical studies.

This study presents evidence that results from hydro-me-
chanical laboratory tests, which are strongly linked to fracture
topography, need to be clearly distinguished with surface
roughness measures, both regarding specimen size and nature.
Furthermore, varying results in computed roughness—de-
pending on the employed method and studied scale—suggest
that novel methods in surface roughness need to be compared
with established methods across a wide range.
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Appendix

Supplementary Material: Comparison of Specimen
Roughness for Experiment Purposes

Another way to investigate scale-independent roughness
effects is the comparison of specimen sizes commonly used
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Fig. 13 Surface roughness measures for cylindric specimen sizes of
2.5 cm diameter and 6.0 cm length. Differentiated are natural shear
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Standard deviation versus Z2 value for the entire fracture surface; b

in core holders. Core holders apply a radial and axial
pressure on cylindrical specimens, while establishing fluid
flow through rock specimens to measure permeability. Not
only do specimens have the same size, specimens for core
holders have a size that allows investigation whether sur-
face roughness characteristics can be distinguished for
specimen used in laboratory tests.

The fracture surfaces investigated in this study vary
greatly in size and origin (Tables 1, 2). A key motivation for
this study is the impact of specimen origin when conducting
experimental research. The natural specimen sizes of
cylindrical shape with 2.5 cm diameter and 6 cm length
were overcored for an experimental study investigating
fracture surface deformation and permeability evolution
during cyclic loading. Artificial specimens with the same
dimensions were produced to compare natural and artificial
fracture surfaces of specimen sizes representative for core
holder experiments (Vogler et al. 2016a). The Z2 value
distinguishes between natural shear and artificial tensile
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standard deviation versus Z2 value for 1cm? subregions of the
fracture surface (averaged values); ¢ Box count dimension versus Z2
value; d Hausdorff dimension versus Z2 value (color figure online)

fractures for the whole specimen area and for 1 cm? subre-
gions of the fracture surface (Fig. 13a, b). Natural tensile
fractures span a wide range of Z2 and standard deviation
values (Fig. 13a) that show values found for natural shear as
well as artificial tensile fractures. The Box count and
Hausdorff dimensions do not yield conclusive results to
distinguish between specimens (Fig. 13c, d). However,
while the Box count dimension is not consistent for indi-
vidual fracture classes, the Hausdorff dimension for different
fracture classes is more consistent with most values between
1.01 and 1.04, thereby showing a similar fractal dimension
for fracture surfaces regardless of the respective class.
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